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Abstract

This paper considers estimation of Panel Vectors Autoregressive Models of order 1 (PVAR(1)) with possible cross-sectional heteroscedasticity in the error terms. We focus on fixed T consistent estimation methods in First Differences (FD) with additional strictly exogenous regressors. Additional results for the Panel FD OLS estimator and the FDLS type estimator of Han and Phillips (2010) are provided. In the covariance stationary case it is shown that the univariate moment conditions of the latter estimator are violated for general parameter matrices in the multivariate case. Furthermore, we simplify the analysis of Binder, Hsiao, and Pesaran (2005) by providing additional analytical results and extend the original model by taking into account possible cross-sectional heteroscedasticity and presence of strictly exogenous regressors. We show that in the three wave panel the log-likelihood function of the unrestricted TML estimator might violate the global identification assumption. The finite-sample performance of the analyzed methods is investigated in a Monte Carlo study.
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1. Introduction

When the feedback and interdependency between dependent variables and covariates is of particular interest, multivariate dynamic panel data models might arise as a natural modeling strategy. For example, particular policy measures can be seen as a response to the past evolution of the target quantity, meaning that the reduced form of two variables can be modeled by means of a Panel VAR (PVAR) model. In this paper we aim at providing a thorough analysis of the performance of fixed T consistent estimation techniques for PVARX(1) model based on observations in first differences. We
will mainly focus on situations when the number of time periods is assumed to be relatively small, while the number of cross-section units is large.

The estimation of univariate dynamic panel data models and the incidental parameter problem of the ML estimators have received a lot of attention in the last three decades, see Nickell (1981), and Kiviet (1995) among others. However, a similar analysis for multivariate panel data models was not covered and investigated in detail. Main exceptions are papers by Holtz-Eakin et al. (1988), Hahn and Kuersteiner (2002), Binder, Hsiao, and Pesaran (2005, hereafter BHP) and Hayakawa (2013) presenting theoretical results for linear PVAR models.

Up to date most of the empirical papers in the field tend to use panel VAR methods for long cross-country panels, rather than short micro panels. For empirical examples of PVAR models for microeconomic panels, see Arellano (2003b, pp.116-120), Ericsson and Irandoust (2004), Koutsomanoli-Filippaki and Mamatzakis (2009) among others1.

Because of the inconsistency of the Fixed effects (FE, ML) estimator, the estimation of dynamic panel data (DPD) models has been mainly concentrated within the GMM framework, with the version of the Arellano and Bond (1991) estimator and estimators of Arellano and Bover (1995), Blundell and Bond (1998), Ahn and Schmidt (1995) and Ahn and Schmidt (1997). However, Monte Carlo studies have revealed that the method of moments (MM) based estimators might be subject to substantial finite-sample biases, see Kiviet (1995), Alonso-Borrego and Arellano (1999) and BHP. Moreover, the finite sample properties are highly dependent on the particular choice of moment conditions imposed and/or weighting matrix used. These potentially unattractive finite sample properties of the GMM estimators have led to the recent interest in likelihood-based methods, that are corrected for incidental parameter bias. In this paper the ML estimator based on the likelihood function of the first differences of Hsiao et al. (2002), BHP and Kruiniger (2008) is analyzed.

Monte Carlo results presented in BHP suggest that the Transformed likelihood based estimation developed in that paper outperforms the GMM based methods in terms of both finite sample bias and RMSE. However, the analysis performed there is limited in terms of both the methods analyzed and Monte Carlo designs considered. In particular, they did not consider cases where the models are stable, but the initial condition is not mean and/or covariance stationary. Furthermore, the Monte Carlo analysis was limited to situations where error terms are homoscedastic both in time and in the cross-section dimension, leaving the empirically relevant cases of heteroscedastic error terms unaddressed. We address both issues in the Monte Carlo designs presented in Section 5.

We aim to contribute to the literature in multiple ways. First of all, we show that the multivariate analogue of the FDOLS estimator of Han and Phillips (2010) is consistent only over a restricted parameter set. Secondly, we prove asymptotic normality of the TML estimator for models with cross-sectional heteroscedasticity and mean non-stationarity. Furthermore, we show that in the three wave panel the log-likelihood function of the unrestricted TML estimator can violate the global identification condition. Finally, the extensive Monte Carlo study expands the finite sample results available in the literature to cases with possible non-stationary initial conditions and cross-sectional heteroscedasticity.

The paper is structured as follows. In Section 2 we briefly present the model analyzed. Theoretical results for the FD and Transformed Maximum Likelihood estimators under different assumptions of the model are presented in Section 3. We continue in Section 4 with discussion about properties of

---

1Juessen and Linnemann (2010) provide a summary of empirical applications of PVAR with long panels.
strictly exogenous variables in the model: 

Here we briefly discuss notation. **Bold** upper-case Greek letters are used to denote the original parameters, i.e. \{Φ, Σ, Ψ\}, while the lower-case Greek letters \{φ, σ, ψ\} will denote vec(·) (vech(·) for symmetric matrices) of corresponding parameters, in the univariate setup corresponding parameters will be denoted by \{φ, σ², ψ²\}. We use ρ(A) to denote the spectral radius² of a matrix \(A \in \mathbb{R}^{n \times n}\). The commutation matrix \(K_{a,b}\) is defined such that for any \([a \times b]\) matrix \(A\), vec\((A') = K_{a,b} \text{vec}(A)\). The duplication matrix \(D_m\) is defined such that for symmetric \([a \times a]\) matrix vec\(A = D_m \text{vech} A\). We define \(y_{i,t} = \frac{1}{T} \sum_{t=1}^{T} y_{i,t-1}\) and similarly \(y_i = \frac{1}{T} \sum_{t=1}^{T} y_{i,t}\). We will use \(\tilde{x}\) to indicate variables after Within Group transformation (for example \(\tilde{y}_{i,t} = y_{i,t} - \bar{y}_i\)), while \(\bar{x}\) will be used for variables after a “quasi-averaging” transformation³. For further details regarding the notation used in this paper, see Abadir and Magnus (2002).

### 2. The Model

In this paper we consider the following PVAR(1) specification:

\[
y_{i,t} = \eta_i + \Phi y_{i,t-1} + \varepsilon_{i,t}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, T,
\]

where \(y_{i,t}\) is an \([m \times 1]\) vector, \(\Phi\) is an \([m \times m]\) matrix of parameters to be estimated, \(\eta_i\) is an \([m \times 1]\) vector of fixed effects and \(\varepsilon_{i,t}\) is an \([m \times 1]\) vector of innovations independent across \(i\), with zero mean and constant covariance matrix \(\Sigma\).⁴ If we set \(m = 1\) the model reduces to the linear DPD model with AR(1) dynamics.

For the prototypical example of (2.1) consider the following bivariate model (see e.g. Arellano (2003a), Bun and Kiviet (2006) and Hayakawa and Pesaran (2012)):

\[
y_{i,t} = \eta_{yi} + \gamma y_{i,t-1} + \beta x_{i,t} + u_{i,t}, \\
x_{i,t} = \eta_{xi} + \phi y_{i,t-1} + \rho x_{i,t-1} + v_{i,t},
\]

where \(E[u_{i,t}v_{i,t}] = \sigma_{uv}\). This system has the following reduced form:

\[
\begin{pmatrix}
y_{i,t} \\
x_{i,t}
\end{pmatrix} =
\begin{pmatrix}
\eta_{yi} + \beta \eta_{xi} \\
\eta_{xi}
\end{pmatrix} +
\begin{pmatrix}
\gamma + \beta \phi & \beta \rho \\
\phi & \rho
\end{pmatrix}
\begin{pmatrix}
y_{i,t-1} \\
x_{i,t-1}
\end{pmatrix} +
\begin{pmatrix}
u_{i,t} + \beta v_{i,t}
\end{pmatrix}.
\]

(2.2)

Depending on the parameter values, the process \(\{x_{i,t}\}_{t=0}^{T}\) can be either exogenous, weakly exogenous or endogenous. The process \(\{x_{i,t}\}_{t=0}^{T}\) is strictly exogenous if \(\phi = \sigma_{uv} = 0\), weakly exogenous if \(\sigma_{uv} = 0\), and endogenous if \(\sigma_{uv} \neq 0\).

For many empirically relevant applications the PVAR(1) model specification might be too restrictive and incomplete. In that case analysis is then extended to PVARX(1) model by including strictly exogenous variables in the model:

\[
y_{i,t} = \eta_i + \Phi y_{i,t-1} + B x_{i,t} + \varepsilon_{i,t}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, T,
\]

(2.3)

---

²\(\rho(A) := \max_i(\{\lambda_i\})\), where \(\lambda_i\)’s are (possibly complex) eigenvalues of a matrix \(A\).

³\(\bar{y}_{i} = y_{i} - y_{i,0}\) and \(\tilde{y}_{i} = y_{i} - y_{i,0}\).

⁴Later in the paper we present the detailed analysis when \(\Sigma\) is not constant over cross-sectional units.
where $x_{i,t}$ is a $[k \times 1]$ vector of strictly exogenous regressors and $B$ is an $[m \times k]$ parameter matrix. Note that the model considered in Han and Phillips (2010) substantially differs from (2.3). They consider a model specification with lags of $x_{i,t}$ and restricted parameters. Their specification can be accommodated within (2.3) only if the so-called common factor restrictions on $B$ are imposed.

3. Theoretical results

At first we define several notions that will be primarily used for the model without exogenous regressors.

**Definition 1** (Effect stationary initial condition). The initial condition $y_{i,0}$ is said to be effect stationary if:

$$E[y_{i,0}|\eta_i] = (I_m - \Phi_0)^{-1}\eta_i,$$

implying that the process $\{y_{i,t}\}_{t=0}^\infty$ generated by (2.1) is effect stationary, $E[y_{i,t}|\eta_i] = E[y_{i,0}|\eta_i]$, for $\rho(\Phi_0) < 1$.

Note that effect non-stationarity does not imply that the process $\{y_{i,t}\}_{t=0}^\infty$ is mean non-stationary, i.e. $E[y_{i,t}] \neq E[y_{i,0}]$. The latter property of the process crucially depends on $E[\eta_i]$.

**Definition 2** (Common dynamics). The individual heterogeneity $\eta_i$ is said to satisfy the common dynamics assumption if:

$$\eta_i = (I_m - \Phi_0)\mu_i.$$ (3.2)

Under the common dynamics assumption, individual heterogeneity drops from the model in the pure unit root case $\Phi_0 = I_m$. Without this assumption the process $\{y_{i,t}\}_{t=0}^\infty$ has a discontinuity at $I_m$, as at this point the unrestricted process is a Multivariate Random Walk with drift. Combination of two notions results in $E[y_{i,0}|\mu_i] = \mu_i$, note that this term is well defined for $\rho(\Phi_0) = 1$.

**Definition 3** (Extensibility). The DGP satisfies extensibility condition if:

$$\Phi_0\Sigma_0 = (\Phi_0\Sigma_0)'.$$ 

We call this condition “Extensibility” as in many situations it is a sufficient one to extend univariate conclusions to general $m \geq 1$ situations. One of the important implications of this condition is that:

$$\sum_{t=0}^\infty \Phi_0^t\Sigma_0(\Phi_0^t)' = (I_m - \Phi_0^2)^{-1}\Sigma_0 = \Sigma_0(I_m - \Phi_0^2)'^{-1}.$$ 

Clearly, this condition is highly restrictive and uncommon in the literature, but as we will see from theoretical point of view this condition can be of a particular interest.

At first we will summarize the assumptions regarding the DGP used in this paper.

(A.1) The disturbances $\varepsilon_{i,t}$, $t \leq T$, are i.i.d. for all $i$ with finite fourth moment, with $E[\varepsilon_{i,t}] = 0_m$ and $E[\varepsilon_{i,t}\varepsilon_{i,s}'] = 1_{(s=t)}\Sigma_0$, $\Sigma_0$ being a p.d. matrix.

(A.2) The initial deviation $u_{i,0} := y_{i,0} - \mu_i$ is i.i.d. across cross-sectional units, with $E[u_{i,0}] = \gamma_0$ with variance $\Psi_{u,0}$, where $\eta_i = (I_m - \Phi_0)\mu_i$ and a finite fourth moment.
(A.3) The following moment restrictions are satisfied: \( \mathbb{E}[u_{i,0}\varepsilon'_{i,t}] = O_m \) for all \( i \) and \( t = \{1, \ldots, T\} \).

(A.4) \( N \to \infty \), but \( T \) is fixed.

(A.5) Regressors (when present in the model) \( x_{i,t} \) are strictly exogenous \( \mathbb{E}[\varepsilon_{i,t}x'_{i,s}] = O_{m \times k}, \forall t, s = \{1, \ldots, T\} \) with a finite fourth moment.

(A.6) Matrix \( \Phi_0 \in \mathbb{R}^{m \times m} \) satisfies \( \rho(\Phi_0) < 1 \).

(A.6)* Denote by \( \kappa \) a \( \text{dim}(\kappa) \times 1 \) vector of unknown coefficients. \( \kappa \in \Gamma \), where \( \Gamma \) is a compact subset of \( \mathbb{R}^{\text{dim}(\kappa)} \) and \( \kappa_0 \in \text{interior}(\Gamma) \).

We will denote the set of Assumptions (A.1)-(A.6) by \( \text{SA} \) and by \( \text{SA}^* \) set when in addition the (A.6)* assumption is satisfied. \( \text{SA} \) assumptions are used to establish results for the Panel FD estimators, while \( \text{SA}^* \) are used to study asymptotic properties of the TML estimator. Assumption (A.6) is needed to ensure that the Hessian of the TML estimator has a full rank\(^5\) in the model without regressors. On the other hand, in Assumption (A.6)* we implicitly extend the parameter space for \( \Phi \) to satisfy the usual compactness assumption so that both consistency and asymptotic normality can be proved directly, assuming the model is globally identified over the parameter space. However, as we will show in Section 3.3.3, the extended parameter space (beyond stationary region) might violate the global identification condition. The dimension of \( \kappa \) is left unspecified and will depend on a particular parameterization used for estimation (with/without exogenous regressors, with/without mean term, etc. Note that in Assumption (A.2) no restrictions are imposed on \( \mu_i \) directly, but rather on the initial deviation \( u_{i,0} \), that in principle can be linear or non-linear function of \( \mu_i \).

In Section 4.1 we will consider the situation where we allow for individual specific \( \Psi_{u,0} \) and \( \Sigma_0 \) matrices.

3.1. OLS in first differences

Original model in levels contains individuals effects that we remove from the model using the first-difference transformation. In that case the model specification is given by:

\[
\Delta y_{i,t} = \Phi \Delta y_{i,t-1} + B \Delta x_{i,t} + \Delta \varepsilon_{i,t}, \quad t = 2, \ldots, T, i = 1, \ldots, N.
\]

Before analyzing the FDOLS estimator for models with strictly exogenous regressors we define the following variables:

\[
\Delta w_{i,t} := \left( \frac{\Delta y_{i,t-1}}{\Delta x_{i,t}} \right), \quad S_N := \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \Delta w_{i,t} \Delta w'_{i,t} \right),
\]

\[
\Sigma_W := \text{plim}_{N \to \infty} S_N, \quad \Upsilon := (\Phi, B).
\]

\(^5\)See e.g. Bond et al. (2005) for the univariate proof that the Hessian matrix of the TML estimator is singular at the unit root.
Then if we pool observations for all \( t \) and \( i \), we can define the pooled panel first difference estimator (FDOLS) as:

\[
\hat{\Upsilon} = S^{-1}_N \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \Delta w_{i,t} \Delta y_{i,t}' \right)
\]  

(3.3)

Similarly to the conventional Fixed Effects (FE) transformation, the FD transformation introduces correlation between the explanatory variable \( \Delta y_{i,t} - 1 \) and the modified error terms \( \Delta \varepsilon_{i,t} \). As a result this estimator is not fixed \( T \) consistent, with the asymptotic bias derived in Proposition 3.1.

**Proposition 3.1.** Let \( \{y_{i,t}\}_{t=1}^{T} \) be generated by (2.3) and Assumptions \( SA \) be satisfied. Then:

\[
\text{plim}_{N \to \infty} (\hat{\Upsilon} - \Upsilon_0)' = -(T-1) \Sigma_W^{-1} \left( \Sigma_0 \right)_{O_{k \times m}}.
\]  

(3.4)

It is easy to see that the FDOLS is numerically equal to the FE estimator with \( T = 2 \), thus the asymptotic bias is identical as well. Furthermore, as long as \( T \geq 2 \) the bias correction approaches as in Kiviet (1995) and Bun and Carree (2005) are readily available for this estimator.

**Algorithm 1** Iterative Bias-correction procedure FDOLS

1. For \( k = 1 \) to \( k_{\text{max}} \):
2. Given \( \Upsilon^{(k-1)} \) compute \( \Upsilon^{(k)} = \hat{\Upsilon} + (T-1) \hat{\Sigma}(\Upsilon^{(k-1)}) S_N^{-1} \);
3. If \( \| \Upsilon^{(k)} - \Upsilon^{(k-1)} \| < \epsilon \), stop. For some pre-specified matrix norm \( \| \cdot \| \).

To initialize iterations we set \( \Upsilon^{(0)} = \hat{\Upsilon} \), and \( \hat{\Sigma}(\Upsilon^{(k-1)}) \) is defined as:

\[
\hat{\Sigma}(\Upsilon) = \frac{1}{2N(T-1)} \sum_{i=1}^{N} \left( \sum_{t=2}^{T} (\Delta y_{i,t} - \Upsilon \Delta w_{i,t}) (\Delta y_{i,t} - \Upsilon \Delta w_{i,t})' \right).
\]  

(3.5)

Asymptotic normality of the estimator can be proved by treating it as the solution of the following estimating equations:

\[
\sum_{i=1}^{N} \sum_{t=2}^{T} \left( (\Delta y_{i,t} - \Upsilon \Delta w_{i,t}) \Delta w_{i,t}' + \frac{1}{2} (\Delta y_{i,t} - \Upsilon \Delta w_{i,t})(\Delta y_{i,t} - \Upsilon \Delta w_{i,t})' S \right) = O_{m \times (k+m)},
\]  

(3.6)

where \( S = [I_m \ O_{m \times k}] \).

**Proposition 3.2.** Let Assumptions \( SA \) be satisfied and the iterative procedure in Algorithm 1 has the unique fixed point. Then:

\[
\sqrt{N} (\hat{\Upsilon}_{BC} - \Upsilon_0) \overset{d}{\to} N_m(0_{m^2}, \hat{\Sigma}),
\]  

(3.7)

\(^6\)Actually not even large \( T \) consistent.
where:

\[ \mathbf{F} = \mathbf{V}^{-1} \mathbf{X}^{-1}, \quad \mathbf{V} = (\mathbf{\Sigma}_\Delta \otimes \mathbf{I}_m) - \frac{1}{2} (\mathbf{I}_{m(k+m)} + \mathbf{K}_{m,(k+m)}) ((\mathbf{S}' \mathbf{\Sigma}_0 \mathbf{S}) \otimes \mathbf{I}_m), \]

\[ \mathbf{X} = \text{plim}_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \text{vec} \mathbf{D}_i (\text{vec} \mathbf{D}_i)', \]

\[ \mathbf{D}_i := \sum_{t=2}^{T} \left( (\Delta y_{i,t} - \mathbf{Y}_0 \mathbf{w}_{i,t}) \mathbf{w}_{i,t}' + \frac{1}{2} (\Delta y_{i,t} - \mathbf{Y}_0 \mathbf{w}_{i,t})(\Delta y_{i,t} - \mathbf{Y}_0 \mathbf{w}_{i,t})' \mathbf{S} \right) \]

Consistency and asymptotic normality of this estimator crucially depend on existence of the unique fixed point. As a result, similarly to the estimator of Bun and Carree (2005) for some population parameter values, this estimator might fail to converge. These finite sample issues stimulate us to look for other analytical bias-correction procedures that have desirable finite sample properties irrespective of the DGP parameter values and initialization \( y_{i,0} \). Some special cases for model without exogenous regressors are discussed in the next section.

3.1.1. No exogenous regressors

One special case can be obtained if the initial condition \( y_{i,0} \) is covariance stationary, as in this case \( \mathbf{\Sigma}_W \) is given by:

\[ (T - 1) \left( \mathbf{\Sigma}_0 + (\mathbf{I}_m - \mathbf{\Phi}_0) \left( \sum_{t=0}^{\infty} \mathbf{\Phi}_0^t \mathbf{\Sigma}_0 (\mathbf{\Phi}_0^t)' \right) (\mathbf{I}_m - \mathbf{\Phi}_0)' \right). \]

In the univariate case it is well known that covariance stationarity of \( y_{i,0} \) is a sufficient condition to obtain an analytical bias-corrected estimator. However, it is no longer sufficient for \( m > 1 \) and general matrices \( \mathbf{\Phi}_0 \) and \( \mathbf{\Sigma}_0 \). One special case for analytical bias-corrected estimator is obtained for \( (\mathbf{\Phi}_0, \mathbf{\Sigma}_0) \) that satisfy the “extensibility” condition, so that:

\[ \mathbf{\Sigma}_W = 2(T - 1) \mathbf{\Sigma}_0 (\mathbf{I}_m + \mathbf{\Phi}_0)^{-1}. \]

The resulting fixed T consistent estimator for \( \mathbf{\Phi} \) is then given by:

\[ \hat{\mathbf{\Phi}}_{FDLS} = 2 \hat{\mathbf{\Phi}}_\Delta + \mathbf{I}_m. \]

It can be similarly shown that this estimator is fixed T consistent if \( \mathbf{\Phi}_0 = \mathbf{I}_m \) and the common dynamics assumption is satisfied. For \( m = 1 \), this estimator was analyzed by Han and Phillips (2010), who named it the First Difference Least-Squares (FDLS) estimator, and proved its consistency and asymptotic normality under various assumptions. It should be noted that the same estimator (or the moment conditions it is based on) has been studied earlier in the DPD literature, see Bond et al. (2005), Ramalho (2005), Hayakawa (2007), Kruiniger (2007).

\[ ^7 \text{Note that asymptotic distribution of the estimator depends upon the choice of } \hat{\mathbf{\Sigma}}(\mathbf{\Phi}). \text{ Different asymptotic distribution is obtained if instead of using the } \hat{\mathbf{\Sigma}} \text{ estimator in (3.5) we can opt for the standard infeasible ML estimator: } \hat{\mathbf{\Sigma}}(\mathbf{Y}) = \frac{1}{N(T-1)} \sum_{i=1}^{N} \left( \sum_{t=1}^{T} (\hat{y}_{i,t} - \mathbf{\Phi}\hat{y}_{i,t-1} - \mathbf{B}\hat{x}_{i,t}) (\hat{y}_{i,t} - \mathbf{\Phi}\hat{y}_{i,t-1} - \mathbf{B}\hat{x}_{i,t})' \right). \]
**Proposition 3.3** (Asymptotic Normality FDLS). Let DGP for covariance stationary \( y_{i,t} \) satisfy extensibility condition together with conditions of Proposition 3.1. Then:

\[
\sqrt{N} \left( \hat{\phi}_{FDLS} - \phi_0 \right) \xrightarrow{d} N_m(0_m^2, \mathcal{F}), \tag{3.8}
\]

where:

\[
\mathcal{F} := \left( \Sigma^{-1}_w \otimes I_m \right) \mathcal{X} \left( \Sigma^{-1}_w \otimes I_m \right), \quad \mathcal{X} := \text{plim} \frac{1}{N} \sum_{i=1}^{N} \text{vec} \mathcal{D}_i \left( \text{vec} \mathcal{D}_i \right)',
\]

\[
\mathcal{D}_i := \left( \sum_{t=2}^{T} \left( 2 \Delta y_{i,t} + (I_m - \Phi_0) \Delta y_{i,t-1} \right) \Delta y_{i,t-1} \right).
\]

Proof of Proposition 3.3 follows directly as an application of the standard Lindeberg-Lévy CLT (see e.g. White (2000) for a general reference on asymptotic results).

Note that if the extensibility condition is violated the multivariate analogue of the FDLS estimator is not fixed \( T \) consistent. In that case the moment conditions similar to Han and Phillips (2010) can be considered. However, for general \( \Phi_0 \) and \( \Sigma_0 \) matrices these moment conditions are non-linear in \( \Phi \) and require numerical optimization making this approach undesirable, because the closed-form estimator is the main advantage of FDLS estimator as compared to the TML estimator that we describe in the next section.

### 3.2. Transformed MLE

#### 3.2.1. General results

Independently Hsiao et al. (2002) and Kruiniger (2002)\(^8\) suggested to build the likelihood for a transformation of the original data, such that after the transformation the likelihood function is free from incidental parameters. In particular, the likelihood function for the first differences was analyzed. BHP extended the univariate analysis of Hsiao et al. (2002)/Kruiniger (2002) to the multivariate case, allowing for possible cointegration between endogenous regressors.

In order to estimate (2.3) using the TML estimator of BHP we need to fully describe the density function \( f(\Delta y_i | \Delta X_i) \). The only thing that needs to be specified and not imposed directly by (2.3) is \( E[\Delta y_{i,1} | \Delta X_i] \), where \( \Delta X_i \) is a \([Tk \times 1]\) vector of stacked exogenous variables. Conditional mean assumption is actually stronger than necessary for consistency and asymptotic normality of the TML estimator so we follow the approach of Hsiao et al. (2002) and consider the following linear projection for the first observation:

\[
(TX.D) \quad \text{Proj}[\Delta y_{i,1} | \Delta X_i] = B \Delta x_{i,1} + G \Delta X_i^\dagger.
\]

Here we define vector \( \Delta X_i^\dagger = (1, \Delta X_i')' \), while the projection residual is denoted by \( v_{i,1} \). Before proceeding define by \( \Delta E \)

\[
\Delta E_i := (I_m - L_T \otimes \Phi) \Delta Y_i - (I_T \otimes B) \Delta X_i - \text{vec} (G \Delta X_i^\dagger e_i'),
\]

\(^8\)Later appeared in Kruiniger (2008).
where $\Delta \mathbf{Y}_i = \text{vec}(\Delta \mathbf{y}_{i,1}, \ldots, \Delta \mathbf{y}_{i,T})$. Then assuming (conditional) joint normality of the error terms and the initial observation, the log-likelihood function (up to a constant) is of the following form:

$$
\ell(\kappa) = -\frac{N}{2} \log |\Sigma_{\Delta \tau}| - \frac{N}{2} \text{tr} \left( (\Sigma_{\Delta \tau}^{-1}) \frac{1}{N} \sum_{i=1}^{N} \Delta \mathbf{E}_i \Delta \mathbf{E}_i' \right),
$$

(3.9)

where $\kappa = (\phi', \sigma', \psi')'$ and $\Psi = E[\mathbf{v}_{i,1} \mathbf{v}_{i,1}']$. The $\Sigma_{\Delta \tau}$ matrix has a block tridiagonal structure, with $-\Sigma$ on first lower and upper off-diagonal blocks, and $2\Sigma$ on all but first $(1,1)$ diagonal blocks. The first $(1,1)$ block is set to $\Psi$, which takes into account the fact that the variance of $\mathbf{v}_{i,1}$ is treated as a free parameter.

The log-likelihood function in (3.9) depends on a fixed number of parameters, and satisfies the usual regularity conditions. Therefore under $\mathcal{SA}^*$ the maximizer of this log-likelihood function is consistent with limiting normal distribution as $N$ tends to infinity. In its general form, the asymptotic variance-covariance matrix of this estimator has a “sandwich” form. As it was discussed in BHP the “sandwich” form allows for root-$N$ consistent inference, when the normality assumption is violated.

We will show below that conditioning on exogenous variables in first differences leads to concentrated log-likelihood functions in $\phi$ only.

**Theorem 3.1.** Let Assumptions $\mathcal{SA}^*$ and $(\mathbf{T} \mathbf{X} \mathbf{D})$ be satisfied. Then the log-likelihood function of BHP for model (2.3) can be rewritten as:

$$
\ell(\kappa) = -\frac{N}{2} \left( (T-1) \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (\tilde{\mathbf{y}}_{i,t} - \Phi \tilde{\mathbf{y}}_{i,t-1} - B \tilde{\mathbf{x}}_{i,t})(\tilde{\mathbf{y}}_{i,t} - \Phi \tilde{\mathbf{y}}_{i,t-1} - B \tilde{\mathbf{x}}_{i,t})' \right) \right) \\
- \frac{N}{2} \left( \log |\Theta| + \text{tr} \left( \Theta^{-1} \frac{T}{N} \sum_{i=1}^{N} (\tilde{\mathbf{y}}_{i} - G \Delta \mathbf{X}_{i}^\dagger - \Phi \tilde{\mathbf{y}}_{i} - B \tilde{\mathbf{x}}_{i})(\tilde{\mathbf{y}}_{i} - G \Delta \mathbf{X}_{i}^\dagger - \Phi \tilde{\mathbf{y}}_{i} - B \tilde{\mathbf{x}}_{i})' \right) \right),
$$

where $\kappa = (\phi', \sigma', \theta', \text{vec } \mathbf{B}', \text{vec } \mathbf{G}')'$, $\Theta := \Sigma + T(\Psi - \Sigma)$ and $\tilde{\mathbf{x}}_{i} := \mathbf{x}_{i} - \mathbf{x}_{i,0}$.

**Proof.** In Appendix A.1.2. \qed

The main conclusion of Theorem 3.1 is that in the case where $\Psi$ is unrestricted, both the score and the Hessian matrix of the log-likelihood function have closed form expressions. This fact is advantageous in terms of both analytical tractability and numerical optimization. That implies that there is no need to use involved algorithms of BHP in order to compute the inverse and the determinant of the block tridiagonal matrix $\Sigma_{\Delta \tau}$. In order to simplify the notation and save some space, we introduce a new variable:

$$
\xi_{i}(\kappa) := \tilde{\mathbf{y}}_{i} - G \Delta \mathbf{X}_{i}^\dagger - \Phi \tilde{\mathbf{y}}_{i} - B \tilde{\mathbf{x}}_{i}.
$$

**Remark 3.1.** The log-likelihood function in Theorem 3.1 can be expressed in terms of the log-likelihood function for observations in levels $\ell_{i}^*(\kappa)$ (Within group part), as:

$$
\ell(\kappa) = \ell_{i}^*(\kappa) - \frac{N}{2} \left( \log |\Theta| + \text{tr} \left( \Theta^{-1} \frac{T}{N} \sum_{i=1}^{N} \xi_{i}(\kappa) \xi_{i}(\kappa)' \right) \right),
$$

where the additional (Between group) term corrects for the fixed $T$ inconsistency of the standard ML (FE) estimator. It is just a generalization of Kruiniger (2008) and Han and Phillips (2013) conclusions to PVARX(1) with respect to the functional form of $\ell(\kappa)$. 
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Using the definition of $\xi_i(\kappa)$ variable\(^9\), we can formulate the following result.

**Proposition 3.4.** Let Assumptions $SA^*$ be satisfied. Then the score vector associated with the log-likelihood function of Theorem 3.1 is given by\(^{10}\):

$$
\nabla(\kappa) = \left( \begin{array}{c}
\text{vec} \left( \Sigma^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \dot{y}_{i,t} - \Phi \dot{y}_{i,t-1} - B \dot{x}_{i,t} \right) \dot{y}_{i,t-1}^{'} + T \Theta^{-1} \sum_{i=1}^{N} \xi_i(\kappa) \dot{y}_{i-}^{'} \right) \\
D_m \text{vec} \left( \frac{N}{2} \left( \Sigma^{-1} (Z_N(\kappa) - (T-1) \Sigma)^{-1} \right) \right) \\
D_m \text{vec} \left( \frac{N}{2} (\Theta^{-1}(M_N(\kappa) - \Theta)^{-1}) \right) \\
\text{vec} \left( T \Theta^{-1} \sum_{i=1}^{N} \xi_i(\kappa) \Delta X_{i}^{'} \right)
\end{array} \right). \tag{3.10}
$$

Furthermore, the score vector satisfies the usual regularity condition:

$$
E[\nabla(\kappa_0)] = 0.
$$

**Proof.** In Appendix A.1.3. \qed

The dimension of the $\kappa$ vector is substantial especially for moderate values of $m$ and $k$, hence from numerical point of view, maximization with respect to all parameters might not be appealing. In what follows we shall show that it is possible to construct the concentrated log-likelihood function with respect to the $\phi$ parameter only\(^{11}\). To simplify further notation we define the following variables (assuming $N > Tk$):

\[
\begin{align*}
\dot{y}_i &:= \dot{y}_i - \left( \sum_{i=1}^{N} \dot{y}_i \Delta X_i^{'} \right) \left( \sum_{i=1}^{N} \Delta X_i^{'} \Delta X_i \right)^{-1} \Delta X_i^{'}; \\
\dot{y}_{i-} &:= \dot{y}_{i-} - \left( \sum_{i=1}^{N} \dot{y}_i \Delta X_i^{'} \right) \left( \sum_{i=1}^{N} \Delta X_i^{'} \Delta X_i \right)^{-1} \Delta X_i^{'}; \\
\dot{y}_{i,t} &:= \dot{y}_{i,t} - \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \dot{y}_{i,t} \dot{x}_{i,t}^{'} \right) \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \dot{x}_{i,t} \dot{x}_{i,t}^{'} \right)^{-1} \dot{x}_{i,t}; \\
\dot{y}_{i,t-1} &:= \dot{y}_{i,t-1} - \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \dot{y}_{i,t-1} \dot{x}_{i,t}^{'} \right) \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \dot{x}_{i,t} \dot{x}_{i,t}^{'} \right)^{-1} \dot{x}_{i,t}.
\end{align*}
\]

Using the newly defined variables the concentrated log-likelihood function for $\kappa^c = \{\phi', \sigma', \theta'\}'$ is given by:

\[
\ell^c(\kappa^c) = c - \frac{N}{2} \left( (T-1) \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (\dot{y}_{i,t} - \Phi \dot{y}_{i,t-1})(\dot{y}_{i,t} - \Phi \dot{y}_{i,t-1})^{'} \right) \right) \\
- \frac{N}{2} \left( \log |\Theta| + \text{tr} \left( \Theta^{-1} \frac{T}{N} \sum_{i=1}^{N} (\dot{y}_{i-} - \Phi \dot{y}_{i-})(\dot{y}_{i-} - \Phi \dot{y}_{i-})^{'} \right) \right).
\]

\(^9\)Some other variables used in this section are defined in Appendix A.1, so we will not repeat it here.

\(^{10}\)See also derivations in Mutl (2009).

\(^{11}\)The key observation for this result is that, although $B$ parameter enters both $\text{tr} (\cdot)$ components, $\dot{x}_i$ belongs to the column space spanned by $\Delta X_i^{'}$. Hence after concentrating out $G, B$ is no longer present in the second term.
Continuing we can concentrate out both $\Sigma$ and $\Theta$ to obtain the concentrated log-likelihood function for the $\phi$ parameter vector only.

$$
\ell_c(\phi) = c - \frac{N(T-1)}{2} \log \left| \frac{1}{N(T-1)} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})(\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})' \right|
$$

$$
- \frac{N}{2} \log \left| \frac{T}{N} \sum_{i=1}^{N} (\hat{y}_i - \Phi \hat{y}_i)(\hat{y}_i - \Phi \hat{y}_i)' \right|.
$$

However, as there is no closed-form solution for $\hat{\Phi}$, numerical routines should be used to maximize this concentrated likelihood function\textsuperscript{12}. The corresponding FOC can be easily derived from Proposition 3.4 for the unrestricted model.

**Remark 3.2.** In the Online Appendix Juodis (2014) we derive the exact expression for the empirical Hessian matrix $\mathcal{H}^N(\kappa_{TML})$ and show that this matrix as well as its inverse are not block-diagonal, hence the TMLE of $\hat{\Phi}$ and $\hat{\Sigma}$ (as well as $\hat{\Theta}$) are not asymptotically independent\textsuperscript{13}. Non block-diagonality of the covariance matrix is very important and needs to be taken into account while performing Impulse Response analysis, see Cao and Sun (2011) for further details.

### 3.3. PVAR(1)/AR(1) specific results

#### 3.3.1. Likelihood function with imposed covariance-stationarity

If we assume that $u_{i,0}$ come from the stationary distribution then the log-likelihood function is a function of two parameters $\kappa^{cov} = \{\phi, \sigma\}$ only with $\Theta$ being of the following form:

$$
\Theta = \Sigma + T(I_m - \Phi) \left( \sum_{t=0}^{\infty} \Phi^t \Sigma (\Phi^t)' \right) (I_m - \Phi)'.
$$

Kruiniger (2008) presents asymptotic results for the univariate version of this estimator under a range of assumptions regarding types of convergence. Results for PVAR(1) can be proved similarly.

**Proposition 3.5.** Let Assumptions $SA^*$ be satisfied. Then the score vector associated with the log-likelihood function of Theorem 3.1 under covariance stationarity is given by\textsuperscript{14}:

$$
\nabla(\kappa^{cov}) = \begin{pmatrix} 
\text{vec} \left( W_N(\kappa^{cov}) \right) + S_1' \text{vec} \left( \frac{N}{2}(\Theta^{-1}(M_N(\kappa^{cov}) - \Theta)\Theta^{-1}) \right) \\
D_m' \left( \text{vec} \left( \frac{N}{2}(\Sigma^{-1}(Z_N(\kappa^{cov}) - (T-1)\Sigma)\Sigma^{-1}) \right) + S_2' \text{vec} \left( \frac{N}{2}(\Theta^{-1}(M_N(\kappa^{cov}) - \Theta)\Theta^{-1}) \right) \right)
\end{pmatrix}.
$$

\textsuperscript{12}For PVAR(1) model with spatial dependence of autoregressive type as in Mutl (2009), both $\Theta$ and $\Sigma$ parameters can be concentrated out but not the spatial dependence parameter $\lambda$.

\textsuperscript{13}This result is in sharp contrast to the pure time series VAR’s where it can be easily shown that estimates are indeed asymptotically independent.

\textsuperscript{14}Note that there is a mistake in the derivations of the $S_1$ term in Mutl (2009).
Here we define $j := \text{vec} I_m$ and:

$$W_N(\kappa) := \Sigma^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1}) \hat{y}_{i,t-1}^\prime + T \Theta^{-1} \sum_{i=1}^{N} (\hat{y}_i - \Phi \hat{y}_{i-1}) \hat{y}_{i-1}^\prime,$$

$$S_1 := -T \left[ (\sigma^\prime D_m^\prime [I_{m^2} - \Phi^\prime \otimes \Phi^\prime]^{-1}) \otimes I_{m^2} \right] \times (I_m \otimes K_m \otimes I_m) \left[ I_{m^2} \otimes (j - \phi) + (j - \phi) \otimes I_{m^2} \right] + T \left[ (\sigma^\prime D_m^\prime [I_{m^2} - \Phi^\prime \otimes \Phi^\prime]^{-1}) \otimes \left[ (I_m - \Phi) \otimes (I_m - \Phi) \right] [I_{m^2} - \Phi \otimes \Phi]^{-1} \right] \times (I_m \otimes K_m \otimes I_m) \left[ I_{m^2} \otimes \phi + \phi \otimes I_{m^2} \right],$$

$$S_2 := I_{m^2} + T \left[ (I_m - \Phi) \otimes (I_m - \Phi) \right] [I_{m^2} - \Phi \otimes \Phi]^{-1} .$$

Proof. In Appendix A.1.3.

It can be easily seen that $E[\nabla (\kappa_0^\text{cov})] \neq 0_{m^2+(1/2)(m+1)m}$, unless the initial condition is indeed covariance stationary (that is in contrast with the conclusion of Proposition 3.4 for the unrestricted estimator). Thus violation of the covariance stationarity implies that the $\hat{\kappa}^\text{cov}$ estimator is inconsistent. If covariance stationarity of $u_{i,0}$ is imposed, it is no longer possible to construct the concentrated log-likelihood for $\phi$ parameter only and a joint optimization over whole $\kappa^\text{cov}$ parameter vector is required\footnote{Unless the parameter space for $\Phi$ and $\Sigma$ is such that the “extensibility condition” is satisfied, see univariate results in Han and Phillips (2013).}.\[
\text{Remark 3.3. In their article, Han and Phillips (2013) illustrate possible problems of the TML estimator with imposed covariance stationarity near unity. They observe that the log-likelihood function can be ill-behaved and bimodal close to $\phi_0 = 1$. In this paper, we do not investigate this possibility of possible bimodality for PVAR model as the behaviour of the log-likelihood function close to unity is not of prime interest for us. Furthermore, the bimodality in Han and Phillips (2013) is not related with bimodality of the unrestricted TML estimator as it will be discussed in Section 3.3.3.}

3.3.2. Misspecification of the mean parameter

Let us assume that a researcher does not acknowledge the fact that data in differences is mean non-stationary and just considers the log-likelihood function as in Subsection 3.2 without $\gamma$ parameter in it. In this section we denote by $\hat{\kappa} = (\hat{\phi}, \hat{\sigma}, \hat{\theta})$,

$$\hat{\phi} = \phi_0, \quad \hat{\sigma} = \sigma_0, \quad \hat{\theta} = \sigma_0 + T \text{vec} \left[ (I_m - \Phi_0) E[u_{i,0}u_{i,0}^\prime](I_m - \Phi_0)^\prime \right].$$

Using this notation we have the following result.

\footnote{\text{Proposition 3.6. Let Assumptions $SA^{**}$ be satisfied, except that $E[u_{i,0}] = \gamma_0 \neq 0_m$. Then the estimator $\hat{\kappa}$ obtained as a maximizer of (3.9) is consistent in a sense that $\hat{\kappa} \overset{p}{\rightarrow} \hat{\kappa}$. Furthermore, under these assumptions: $\sqrt{N} (\hat{\kappa} - \kappa) \overset{d}{\rightarrow} N(0, \mathcal{B}_{ML})$.}}
where:

\[ B_{ML} = \mathcal{H}^{-1}_t \mathcal{I} \mathcal{H}^{-1}_t, \]

\( \mathcal{H}_t = \lim_{N \to \infty} E \left[ -\frac{1}{N} \mathcal{H}^N(\kappa) \right], \text{ and } \mathcal{I}_t = \lim_{N \to \infty} E \left[ \frac{1}{N} \sum_{i=1}^N \nabla^{(i)}(\kappa) \nabla^{(i)}(\hat{\kappa})' \right]. \]

**Proof.** Observe that we would obtain the same \( \text{plim}_{N \to \infty} \frac{1}{N} \ell(\kappa) \) (without constant term) if \( u_{i,0} \) were i.i.d multivariate normal with \( E[u_{i,0}] = 0_m \) and finite \( E[u_{i,0}'u_{i,0}'] \). Hence the identification and consequently “consistency” follows similarly as in Proposition 4.1. The standard Taylor expansion based proof for asymptotic normality applies as the expected value of score at \( \dot{\kappa} \) is zero. See Kruiniger (2002) for more detailed proof as well as Appendix A.2.

**Remark 3.4.** Note that we can think of \( \gamma \) as a (restricted) time effect for \( \Delta y_{i,1} \). However, there is a major difference as compared to the model with general time effects (not caused by \( E[u_{i,0}] \)). Unlike the \( \gamma \) parameter the non-inclusion of unrestricted time effects results in inconsistency of the TML estimator, as in the latter case non-inclusion of time effects results in the misspecification of (2.3). On the other hand, the assumption on \( E[u_{i,0}] \) is not a part of the model (2.3). As it was already discussed in BHP, inclusion of time effects is equivalent to cross-sectional demeaning of all \( \Delta y_{i,t} \) beforehand.

### 3.3.3. Identification and bimodality issues for three-wave panels

In this section we study the behavior of the log-likelihood function for the TML estimator with an unrestricted initial condition. Consistency and asymptotic normality of any ML estimator, among others, requires the assumption that the expected log-likelihood function has the unique maximum at the true value. As we shall prove in this section, this condition is possibly violated for the TML estimator with unrestricted initial condition for \( T = 2 \). For the ease of exposition we consider univariate setup as in Hsiao et al. (2002).

Recall that based on the definition of \( \Theta \) in Theorem 3.1, the true value of \( \theta^2 \) is given by:

\[ \theta_0^2 = \sigma_0^2 + T(1 - \phi_0)^2 \psi_{u,0}^2, \quad \psi_{u,0}^2 = E[u_{i,0}^2]. \]

We define two new variables that we will use in further discussions extensively:

\[ \phi_p := 2 \left( \frac{x - 1}{x} \right) + \phi_0, \quad x := 1 + (1 - \phi_0)^2 \psi_{u,0}^2 / \sigma_0^2 = \frac{1}{2} \left( \frac{\theta_0^2}{\sigma_0^2} + 1 \right), \]

where \( p \) stands for “pseudo”. This notation will become obvious from the following theorem:

**Theorem 3.2.** Let assumptions \( SA^* \) be satisfied. Then for all \( \phi_0 \in (-1; 1) \) and \( T = 2 \) the following holds:

\[ \text{plim}_{N \to \infty} \ell^c(\phi_0) = \text{plim}_{N \to \infty} \ell^c(\phi_p) \] (3.12)

for any value of \( \psi_{u,0}^2 > 0 \). Consequently the expected log-likelihood function has two local maxima at:

\[ \kappa_0 = (\phi_0, \sigma_0^2, \theta_0^2)', \]

\[ \kappa_p = (\phi_p, \theta_0^2, \sigma_0^2)' \].
Several remarks regarding the results in Theorem 3.2 are worth mentioning. First of all, instead of proving the result using the concentrated log-likelihood function, it can be proved similarly by considering the expected log-likelihood function directly. Secondly, if the parameter space is expressed in terms of $\kappa = (\phi, \sigma^2, \psi)'$, then the value of $\psi$ in both sets is equal to $(\sigma_0^2 + \theta_0^2)/2$.

**Remark 3.5.** While deriving the result we assumed that $E[u_{i,0}] = 0$ and $\gamma$ is not included in the parameter set. If $E[u_{i,0}] \neq 0$ then two cases are possible: a) misspecified log-likelihood function as in Section 3.3.2 is considered and the result remains unchanged b) $\gamma$ parameter is included in the set of parameters and as a result Theorem 3.2 does not hold true. For intuition observe that in the latter case the trivial estimator $\hat{\phi} = (\sum_{i=1}^{N} \Delta y_{i,2})/(\sum_{i=1}^{N} \Delta y_{i,1})$ is consistent. However, the key observation for this special case is that the model does not contain time effects. If model does contain time effects, $\hat{\phi}$ is no longer consistent and consequently the main result of this section is still valid after cross-sectional demeaning of the data.

**Remark 3.6.** In the covariance stationary case it can be shown that the conclusion of Theorem 3.2 extends to PVAR(1) if the extensibility condition is satisfied and in addition $\Phi_0$ is symmetric. In particular, this condition is satisfied by all three stationary designs in BHP with the pseudo value equal to the identity matrix.

To get more intuition about the problem at hand we slightly rewrite the expression for $\phi_p$, assuming without loss of generality that for some $\alpha \geq 0$ we can rewrite $\psi_{u,0}^2$ as:

$$\psi_{u,0}^2 = \alpha \frac{\sigma_0^2}{1 - \phi_0^2}.$$  

Consecutively we can rewrite $\phi_p$ in the following way:

$$\phi_p = \frac{(\phi_0^2 + \phi_0)(1 - \alpha) + 2\alpha}{1 + \alpha + \phi_0(1 - \alpha)}. \quad (3.13)$$

From here it can be easily seen that then the pseudo-true value $\phi_p$ is equal to unity for covariance stationary initialization ($\alpha = 1$). Furthermore, we can consider other special cases:

$$|\phi_0| \leq 1, \alpha = 0 \rightarrow \phi_p = \phi_0,$$

$$|\phi_0| \leq 1, \alpha \in (0, 1) \rightarrow \phi_0 < \phi_p < 1.$$  

In Monte Carlo simulations researchers usually impose restrictions on the parameter space. In most cases $\phi$ is restricted to the stable region $(-1; 1)$, e.g. Hsiao et al. (2002). However, as it is clearly seen from Figure 2 (and derivations above) a stable region restriction on $\phi$ does not solve the bimodality issue and $\phi_p$ can lie in this interval.

By construction the concentrated log-likelihood function is a sum of two quasi-concave functions with maxima at different points (Within Group and Between Group parts), bimodality does not disappear for $T > 2$. Thus by adding these two terms we end-up having function with possibly two modes, with the first one being of order $O_p(NT)$ while the second one of order $O_p(N)$. This different order of magnitude explains why for larger values of $T$ the WG mode determines the shape of the whole function. To illustrate the problem described we present several figures of $\text{plim}_{N \to \infty} \ell^c(\phi)$ for stationary initial conditions. The behavior of the concentrated log-likelihood function in Figures
Figure 1: Concentrated asymptotic log-likelihood function. In all figures the first mode is at the corresponding true value \( \phi_0 \), while the second mode is located at \( \phi = 1 \). The initial observation is from covariance stationary distribution. The dashed line represents the WG part of the log-likelihood function, while the dotted line the BG part. The solid line, which stands for the log-likelihood function is a sum of dashed and dotted lines.

Figure 2: Histogram for the TMLE estimator with \( T = 3, \phi_0 = 0.5, N = 250 \) and 10,000 MC replications. The initial observation is from covariance stationary distribution. Starting values for all iterations are set to \( \phi^{(0)} = \{0.0, 0.1, \ldots, 1.5\} \). No non-negativity restrictions imposed.
1a, 1b and 1c is in line with the theoretical results provided earlier. Note that once \( \phi_0 \) is approaching unity the log-likelihood function becomes flatter and flatter between the two points.

We can see from Figure 1c that once \( T \) is substantially bigger than 2, the “true value” mode starts to dominate the “pseudo value” mode. Based on all figures presented we can suspect that at least for covariance stationary initial conditions (or close to) the TML estimator will be biased positively, with the magnitude diminishing in \( T \).

The main intuition behind the result in Theorem 3.2 is quite simple. When the log-likelihood function for \( \theta \) (or \( \psi \)) is considered, no restrictions on the relative magnitude of those terms compared to \( \sigma^2 \) are imposed. In particular, it is possible that \( \hat{\theta}^2 < \hat{\sigma}^2 \) but that is a rather strange result given that:

\[
\theta_0^2 = \sigma_0^2 + T(1 - \phi_0)^2 E[u_{i,0}^2].
\]

But that is exactly what happens in the \( \kappa_p \) set as:

\[
\theta_p^2 = \sigma_p^2, \quad \sigma_p^2 = \theta_0^2.
\]

Hence the implicit estimate of \( (1 - \phi_0)^2 E[u_{i,0}^2] \) is negative as we do not fully exploit the implied structure of \( \text{var} \Delta y_{i,1} \), which is a negative variance problem documented in panel data starting from the seminal paper of Maddala (1971)\(^{17}\). This problem was already encountered in some Monte Carlo studies performed in the literature (even for larger values of \( T \)), while some other authors only mention this possibility, e.g. Alvarez and Arellano (2003) and Arellano (2003a). For instance, Kruiniger (2008) mentions that for values of \( \phi_0 \) close to unity the non-negative constraint on \((1 - \phi_0)^2 E[u_{i,0}^2], \) if imposed, is binding in 50% of the cases. \( \Theta \) or \( \Psi \) parameter, on the other hand, is by construction p.d. (or non-negativity for univariate case). That explains why in some studies (for instance Ahn and Thomas (2006)) no numerical issues with the TML estimator were encountered. In this paper we analyze the limiting case of \( T = 2 \) and quantify the exact location of the second mode. Observations made in this section will provide intuition for some Monte Carlo results presented in Section 5.

4. Extensions

4.1. Cross-sectional Heterogeneity

In this subsection we consider model with possible cross-sectional heterogeneity in \( \{ \Sigma, \Psi_u \} \). For notational simplicity in this section we consider a model without exogenous regressors. All results presented can be extended to a model with exogenous regressors at the expense of more complicated notation.

(A.1)** The disturbances \( \varepsilon_{i,t}, t \leq T \), are i.h.d. for all \( i \) with \( E[\varepsilon_{i,t}] = 0_m \) and \( E[\varepsilon_{i,t}\varepsilon_{i,s}] = 1_{s=t}\Sigma_0(i) \), \( \Sigma_0(i) \) being p.d. matrix and \( \max_i E[\|\varepsilon_{i,t}\|^{4+\delta}] < \infty \) for some \( \delta > 0 \).

(A.2)** The initial deviations \( u_{i,0} \) are i.h.d. across cross-sectional units, with \( E[u_{i,0}] = 0_m \) and finite p.d. variance matrix \( \Psi_{u,0}(i) \) and \( \max_i E[\|u_{i,0}\|^{4+\delta}] < \infty \), for some \( \delta > 0 \).

\(^{16}\)We should emphasize that Theorem 3.2 has any theoretical meaning only if \( \phi_p \in \Gamma \).

\(^{17}\)However, Maddala (1971) considers the Random Effects estimator for Dynamic Panel Data models, similarly to Alvarez and Arellano (2003).
We denote by \( \tilde{\Sigma}_0 \) and similarly by \( \tilde{\Psi}_{u,0} \) the limiting values of corresponding sample averages, i.e. \( \tilde{\Sigma}_0 = \lim_{N \to \infty} (1/N) \sum_{i=1}^{N} \Sigma_0(i) \). Existence of the higher-order moments as presented in Assumptions (A.1)**-(A.2)** is a standard sufficient condition for the Lindeberg-Feller CLT to apply. We denote by \( \text{SA}** \) the set of assumptions \( \text{SA}^* \), with (A.1)-(A.2) replaced by (A.1)**-(A.2)**.

The univariate analogues of results presented in this section for the TMLE estimator, were derived by Kruiniger (2013) and recently extended by Hayakawa and Pesaran (2012).

The unrestricted log-likelihood function for \( \kappa = (\phi', \sigma(1)', \ldots, \sigma(N)', \theta(1)', \ldots, \theta(N)')' \) suffers from the incidental parameter problem, as the number of parameters grows with the sample size, \( N \). That implies that no \( N \)-consistent inference can be made on the \( \sigma(i) \) and \( \theta(i) \) parameters, but that does not imply that \( \phi \) parameter cannot be consistently estimated. Notably, we consider the pseudo log-likelihood function \( \ell_p(\kappa) \):\(^{19}\)

\[
\ell_p(\kappa) = \begin{align*}
&= -\frac{N}{2} \left( (T - 1) \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})(\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})' \right) \right) \\
&\quad - \frac{N}{2} \left( \log |\Theta| + \text{tr} \left( \Theta^{-1} \sum_{i=1}^{N} (\hat{y}_i - \Phi \hat{y}_{i-1})(\hat{y}_i - \Phi \hat{y}_{i-1})' \right) \right),
\end{align*}
\]

obtained if the researcher would mistakenly assume that observations are i.i.d. We shall prove that the conclusions from Section 3.2.1 continue to hold, with \( \kappa_0 \) replaced by pseudo-true values \( \hat{\kappa} = (\hat{\phi}', \hat{\sigma}', \hat{\theta}')' \), where:

\[
\hat{\sigma} = \text{vech} \; \hat{\Sigma}_0, \quad \hat{\theta} = \text{vech} \; \hat{\Theta}_0, \quad \hat{\phi} = \phi_0.
\]

We assume that \( \hat{\kappa} \) satisfy a compactness property similar to (A.5)*. It is not difficult to see that the point-wise probability limit of \( (1/N)\ell_p(\kappa) \) is given by:

\[
\begin{align*}
\plim_{N \to \infty} \frac{1}{N} \ell_p(\kappa) &= c - \frac{1}{2} \left( (T - 1) \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \plim_{N \to \infty} Z_N(\kappa) \right) \right) \\
&\quad - \frac{1}{2} \left( \log |\Theta| + \text{tr} \left( \Theta^{-1} \plim_{N \to \infty} M_N(\kappa) \right) \right),
\end{align*}
\]

where:

\[
\begin{align*}
\plim_{N \to \infty} Z_N(\kappa) &= (T - 1) \tilde{\Sigma}_0 + (\Phi_0 - \Phi) \left( \plim_{N \to \infty} R_N \right) (\Phi_0 - \Phi)' - \frac{1}{T} \left( (\Phi_0 - \Phi) \Xi \tilde{\Sigma}_0 + \tilde{\Sigma}_0 \Xi' (\Phi_0 - \Phi)' \right) \\
\plim_{N \to \infty} M_N(\kappa) &= \tilde{\Theta}_0 + (\Phi_0 - \Phi) \left( \plim_{N \to \infty} P_N \right) (\Phi_0 - \Phi)' + \frac{1}{T} \left( (\Phi_0 - \Phi) \Xi \tilde{\Theta}_0 + \tilde{\Theta}_0 \Xi' (\Phi_0 - \Phi)' \right).
\end{align*}
\]

Note that we would obtain the same probability limit of the pseudo log-likelihood function if \( u_{i,0} \) and \( \{\varepsilon_{i,t}\}_{i=1,t=1}^{N,T} \) were i.i.d. Gaussian with parameters \( \hat{\kappa} \), hence identification follows from the result

\(^{18}\)As it was mentioned in Kruiniger (2013), Assumptions (A.1)**-(A.2)** are actually stronger than necessary, as it is sufficient to assume that \( (1/N) \sum_{i=1}^{N} \text{E}[\varepsilon_{i,s} \varepsilon_{i,s}'] = (1/N) \sum_{i=1}^{N} \text{E}[\varepsilon_{i,t} \varepsilon_{i,1}'] \) for all \( s, t = 2, \ldots, T \) to prove consistency and asymptotic normality.

\(^{19}\)Here "p" stands for pseudo and is used to distinguish from the standard TMLE log-likelihood function where inference on \( \Sigma \) and \( \Theta \) is possible.
for i.i.d. data. Similarly denote $\bar{\kappa}_N = (\bar{\sigma}_N', \bar{\theta}_N', \bar{\phi}')'$, where:

$$\bar{\sigma}_N = \frac{1}{N} \sum_{i=1}^{N} \sigma_0(i), \quad \bar{\theta}_N = \frac{1}{N} \sum_{i=1}^{N} \theta_0(i), \quad \bar{\phi} = \phi_0.$$  

Using this result, consistency and asymptotic normality of $\hat{\kappa}$ follows using standard arguments, see e.g. Amemiya (1986).

**Proposition 4.1 (Consistency and Asymptotic normality).** Under Assumptions $SA^{**}$ the maximizer of $l_p(\kappa)$ is consistent $\hat{\kappa} \overset{p}{\to} \bar{\kappa}$. Furthermore, under these assumptions:

$$\sqrt{N} (\hat{\kappa} - \bar{\kappa}_N) \overset{d}{\to} N(0, \mathcal{B}_{PML}),$$

where:

$$\mathcal{B}_{PML} = \mathcal{H}_\ell^{-1} \mathcal{I}_\ell \mathcal{H}_\ell^{-1},$$

$$\mathcal{H}_\ell = \lim_{N \to \infty} E \left[ -\frac{1}{N} \mathcal{H}_p^N(\bar{\kappa}) \right], \text{and} \quad \mathcal{I}_\ell = \lim_{N \to \infty} \frac{1}{N} E \left[ \sum_{i=1}^{N} \nabla_p^{(i)}(\kappa_0,i) \nabla_p^{(i)}(\kappa_0,i)' \right].$$

Here by $\nabla_p^{(i)}(\kappa_0,i)$ we denote the contribution of one cross-sectional unit $i$ to the score of the pseudo log-likelihood function $\nabla_p(\bar{\kappa})$ evaluated at the true values $\{\phi_0, \sigma_0(i), \theta_0(i)\}$. Note that unless cross-sectional heterogeneity disappears as $N \to \infty$, the standard “sandwich” formula of the variance-covariance matrix evaluated at $\hat{\kappa}$ is not a consistent estimate of the asymptotic variance-covariance matrix in Theorem 4.1, as in general:

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sigma_0(i) \sigma_0(i)' \neq \left( \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sigma_0(i) \right) \left( \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sigma_0(i) \right)', \quad (4.1)$$

while $\mathcal{H}_\ell$ and $\mathcal{B}_{PML}$ are not block-diagonal for fixed $T$. However, under some highly restrictive assumptions on higher order moments of initial observations and variance of strictly-exogenous regressors (when they are present) Hayakawa and Pesaran (2012) argue that it is possible to construct a modified consistent estimator of $\mathcal{I}_\ell$ for the ARX(1) model. In the Monte Carlo section of this paper we will use the standard “sandwich” estimator for variance-covariance matrix without any modifications. We leave derivation of modified consistent estimator of $\mathcal{I}_\ell$ for general PVARX(1) case for future research.

**Remark 4.1.** Note that by combining analysis in Propositions 3.6 and 4.1 we can see that for cases where $E[\Delta y_{i,1}] = \gamma_i$ are individual specific, one can still obtain consistent estimate of $\Phi$ erroneously assuming that the mean $\gamma_i = 0_m$. On the other hand, the consistency of $\Phi$ is not preserved if $\gamma$ is included in the parameter set.

### 4.2. Time Series Heteroscedasticity

Unlike the case with cross-sectional heteroscedasticity, time-series heteroscedasticity results in inconsistent estimates of structural parameter matrix $\Phi$. However, in this section we will show that
As it was shown in the previous sections, the second component of the derivative w.r.t. $\Phi$ is of order $o_p(1)$. Clearly the remaining component is just the FE effect log-likelihood function and consistency of $\Sigma$ follows directly. For the case with time-series heteroscedasticity in $\Sigma_t$ the log-likelihood function consistently estimates $\Sigma_{\infty} := \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \Sigma_t$ assuming that this limit exists.

The gradient of the log-likelihood function is given by:

$$\ell^c(\kappa^c) = c - \frac{1}{2T} \log \left| \frac{T}{N} \sum_{i=1}^{N} (\hat{y}_i - \Phi \hat{y}_{i-1})(\hat{y}_i - \Phi \hat{y}_{i-1})' \right|$$

$$T - \frac{1}{2T} \log |\Sigma| - \text{tr} \left( \Sigma^{-1} \frac{1}{2NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})(\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})' \right)$$

As the term inside the first log-determinant term is of order $O_p(T)$, the first component of the log-likelihood function is of order $o_p(1)$. Thus as $T \to \infty$ (for arbitrary $N$):

$$\ell^c(\kappa^c) = c + o_p(1) + \frac{T - 1}{2T} \log |\Sigma| + \text{tr} \left( \Sigma^{-1} \frac{1}{2NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})(\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})' \right)$$

Clearly the remaining component is just the FE effect log-likelihood function and consistency of $\Sigma$ and $\Phi$ follows directly. For the case with time-series heteroscedasticity in $\Sigma_t$ the log-likelihood function consistently estimates $\Sigma_{\infty} := \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \Sigma_t$ assuming that this limit exists.

The gradient of the log-likelihood function is given by:

$$\frac{1}{\sqrt{NT}} \nabla(\kappa) = \frac{1}{\sqrt{NT}} \left( \begin{array}{c}
\text{vec} \left( \Sigma^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})\hat{y}_{i,t-1}' + \left( \frac{1}{T} \Theta \right)^{-1} \sum_{i=1}^{N} (\hat{y}_i - \Phi \hat{y}_{i-1})\hat{y}_{i-1}' \right) \\
\frac{1}{2} D_m \text{vec} \left( \Sigma^{-1} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} ((\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})(\hat{y}_{i,t} - \Phi \hat{y}_{i,t-1})' - \frac{T-1}{T} \Sigma) \right) \Sigma^{-1} \right)
\end{array} \right).$$

As it was shown in the previous sections, the second component of the derivative w.r.t. $\Phi$ is of order $O_p(\sqrt{N})$. As a result, under the assumption that $N/T \to \rho$ evaluated at the true value of $\Phi_0$:

$$\frac{1}{\sqrt{NT}} \left( \frac{1}{T} \Theta \right)^{-1} \sum_{i=1}^{N} (\hat{y}_i - \Phi_0 \hat{y}_{i-1})\hat{y}_{i-1}' = \sqrt{\rho} \left( \frac{1}{T} \Theta \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - \Phi_0 \hat{y}_{i-1})\hat{y}_{i-1}' + o_p(1)$$

$$= \sqrt{\rho} (I_m - \Phi_0)\Psi_{u,0}(I_m - \Phi_0)'^{-1} [(I_m - \Phi_0)\Psi_{u,0}] + o_p(1),$$

$$= \sqrt{\rho} (I_m - \Phi_0)'^{-1} + o_p(1).$$

where the corresponding result is valid irrespective of whether time-series heteroscedasticity is present or not. Now consider the bias for the score of the fixed effects estimator evaluated at $\Phi_0$ and $\Theta_0$.

---

20In order to show similar results for more models with exogenous regressors one has to prove that as $T \to \infty$ the incidental parameter matrix $G$ does not result in an incidental parameter problem.
\[ \tilde{\Sigma} = \frac{1}{T} \sum_{t=1}^{T} \Sigma_t \] (as in e.g. Juodis (2013)):

\[ -\sqrt{\rho T} \tilde{\Sigma}^{-1} \mathbb{E}[\varepsilon_i \tilde{y}_i'] + o(1) = -\sqrt{\rho} \tilde{\Sigma}^{-1} \left( \sum_{t=0}^{T-2} \left( \sum_{t=0}^{T} \Phi_t^0 \right) \Sigma_{T-1-t} \right)' + o(1) \]

\[ = -\sqrt{\rho} \tilde{\Sigma}^{-1} \left( (I_m - \Phi_0)^{-1} \sum_{t=0}^{T-2} (I_m - \Phi_0^{t+1}) \Sigma_{T-1-t} \right)' + o(1) \]

\[ = -\sqrt{\rho} (I_m - \Phi_0')^{-1} + \frac{1}{T} \tilde{\Sigma}^{-1} \left( \sum_{l=0}^{T-2} \Phi_0^{l+1} \Sigma_{T-1-t} \right)' + o(1) \]

\[ = -\sqrt{\rho} (I_m - \Phi_0')^{-1} + o(1). \]

Here the last line follows if one assumes that \( \Sigma \) process is bounded, so that the sum term is of order \( O(1) \). As a result the large \( N,T \) distribution of the TML estimator is identical to the one of the bias-corrected FE estimator of Hahn and Kuersteiner (2002).

In the previous section we have shown that in the correctly specified model with time-series homoscedasticity the score of the TML estimator fully removes the induced bias of the FE estimator. This conclusion was established based on the assumption that \( N \to \infty \) for any fixed value of \( T \). In this section we have extended this result by showing that under presence of possible time-series heteroscedasticity the estimating equations of the TML estimator remove the leading bias of the FE estimator.

5. Simulation Study

5.1. Monte Carlo Setup

At first we present the general DGP that can be used to generate initial conditions \( y_{i,0} \). We will distinguish between stability and stationarity conditions. We call the process \( \{y_{i,t}\}_{t=0}^{T} \) dynamically stable if \( \rho(\Phi) < 1 \) and (covariance) stationary if in addition the first two moments are constant over time (\( t = \{0, \ldots, T\} \)).

\[ y_{i,0} = a_i + E_i \mu_i + C_i \varepsilon_{i,0}, \quad \varepsilon_{i,0} \sim \text{IID} \left( 0_m, \sum_{j=0}^{\infty} \Phi_0^j \Sigma_0(\Phi_0^j)' \right), \quad (5.1) \]

for some parameter matrices \( a_i \ [m \times 1], \ E_i \ [m \times m] \) and \( C_i \ [m \times m] \). The special case of this setup is the (covariance) stationary model if \( a_i = 0_m \) and \( C_i = E_i = I_m \).

In what follows we will set \( a_i \) to \( 0_2 \) for all Designs considered\(^{21}\). As we only consider \( \Phi_0 \) such that \( \rho(\Phi_0) < 1 \), we (without loss of generality) generate the individual heterogeneity \( \mu_i \) (rather than \( \eta_i \)) using similar procedure as in BHP:

\[ \mu_i = \pi \left( \frac{q_i - 1}{\sqrt{2}} \right) \tilde{\eta}_i, \quad q_i \sim \chi^2(1), \quad \tilde{\eta}_i \sim \text{N}(0_2, \Sigma_{\eta}). \quad (5.2) \]

\(^{21}\)In the Online Appendix some additional results for Design 2 are presented with \( a_i = \mathbf{1}_2 \).
Unlike in the paper of BHP we do not fix $\Sigma_\eta = \Sigma$, instead we extend the approach of Kiviet (2007) by specifying:

$$\text{vec } \Sigma_\eta = \left( \frac{1}{T} \sum_{t=1}^{T} (\Phi_0^t (E - I_m) + I_m) \otimes (\Phi_0^t (E - I_m) + I_m) \right)^{-1} (I_{m^2} - \Phi_0 \otimes \Phi_0)^{-1} \text{vec } \Sigma_0. \quad (5.3)$$

The way we generate $\mu_i$ ensures that the individual heterogeneity is not normally distributed, but still IID across individuals. In the effect stationary case the particular way the $\mu_i$ are generated does not influence the behavior of TML log-likelihood function. However, the non-normality of $\mu_i$ in the effect non-stationary case implies non-normality of $u_{i,0}$ and, hence, a quasi maximum likelihood interpretation of the likelihood function. With respect to the error terms we restrict our attention to $\varepsilon_{i,t}$ being normally distributed $\forall i,t$.  

5.2. Designs

The parameter set which is common for all designs irrespective of their properties regarding stability and stationarity, consists of the triple $\{N; T; \pi\}$. We restrict the parameter space of $\{N; T; \pi\}$ to the following set:

$$N = \{100; 250\}, \quad T = \{3; 6\}, \quad \pi = \{1; 3\}. $$

In the DPD literature it is well known that in the effect stationary case a higher value $\pi$ leads to diminishing finite sample properties of the GMM estimators, see e.g. Bun and Windmeijer (2010) and Bun and Kiviet (2006). That might have indirect influence on the TML estimator even in the effect stationary case, as we will use GMM estimators as starting values for numerical optimization of the log-likelihood function.

In this paper six different Monte Carlo designs are considered. One of them (1) is adapted from the original analysis of BHP, while the other five are supposed to reveal whether the proposed methods are robust with respect to different assumptions regarding the parameter matrix $\Phi_0$, the initial conditions $y_{i,0}$ and cross-sectional heteroscedasticity. In the case where observations are covariance stationary or cointegrated, BHP calibrated the design matrices $\Phi$ and $\Sigma$ such that the population $R^2_{\Delta l}$ remained approximately constant ($\approx 0.237$) between designs.

**Design 1** (Covariance Stationary PVAR with $\rho(\Phi_0) = 0.8$ from BHP).

$$\Phi_0 = \left( \begin{array}{cc} 0.6 & 0.2 \\ 0.2 & 0.6 \end{array} \right), \quad \Sigma_0 = \left( \begin{array}{cc} 0.07 & -0.02 \\ -0.02 & 0.07 \end{array} \right), \quad \Sigma_\eta = \left( \begin{array}{cc} 0.123 & 0.015 \\ 0.015 & 0.123 \end{array} \right).$$

---

22 See Online Appendix.

23 If variance of $\varepsilon_{i,t}$ differs between individuals then we evaluate this expression at $\Sigma_n$ rather than at $\Sigma$.

24 The analysis can be easily extended to the cases where the error terms are skewed and/or have fatter tails as compared to the Gaussian distribution. As a partial robustness of their results BHP considered t- and chi square distributed disturbances, but the results were close to the Gaussian setup. The estimation output for these setups was not presented in their paper.

25 Computation of the population $R^2$ for stationary series: $R^2_{\Delta l} = 1 - \frac{\chi^2_{l,t}}{T}, \quad l = 1$; where vec ($\Gamma$) in the covariance stationary case is given by: vec ($\Gamma$) = \left( ((I_m - \Phi_0) \otimes (I_m - \Phi_0)) (I_{m^2} - \Phi_0 \otimes \Phi_0)^{-1} + I_{m^2} \right) D_m \sigma.
The second eigenvalue is equal to 0.4 and the population $R_{\Delta}^2$ values are given by $R_{\Delta l}^2 = 0.2396$, $l = 1, 2$.

Although the Monte Carlo designs in BHP are well chosen, they are quite limited in scope as the analysis was mainly focused on the influence of $\rho(\Phi_0)$. Furthermore, all design matrices in the stationary designs were assumed to be symmetric and Toeplitz, which substantially shrinks the parameter space of $\Phi_0$ and $\Sigma$.

**Design 2** (Covariance Stationary PVAR with $\rho(\Phi_0) = 0.50498$).
\[
\Phi_0 = \begin{pmatrix} 0.4 & 0.15 \\ -0.1 & 0.6 \end{pmatrix}, \quad \Sigma_0 = \begin{pmatrix} 0.07 & 0.05 \\ 0.05 & 0.07 \end{pmatrix}, \quad \Sigma_\eta = \begin{pmatrix} 0.079 & 0.052 \\ 0.052 & 0.100 \end{pmatrix}.
\]

Eigenvalues of $\Phi_0$ in this design are given by $0.5 \pm 0.07071i$ and the population $R_{\Delta}^2$ values are given by $R_{\Delta 2}^2 = 0.23434$ and $R_{\Delta 2}^2 = 0.23182$.

The parameter matrix $\Phi_0$ was chosen such that the population $R_{\Delta}^2$ are comparable between Designs 1 and 2, but the extensibility condition is violated.

In Designs 3–4 we study finite sample properties of the estimators when the initial condition is not effect-stationary.

**Design 3** (Stable PVAR with $\rho(\Phi_0) = 0.50498$). We take $\Phi_0$ and $\Sigma_0$ from Design 2, but with:
\[
E_i = 0.5 \times I_2, \quad C_i = I_2, \quad \forall i = 1, \ldots, N.
\]
\[
\Sigma_\eta, T=3 = \begin{pmatrix} 0.090 & 0.059 \\ 0.059 & 0.144 \end{pmatrix}, \quad \Sigma_\eta, T=6 = \begin{pmatrix} 0.083 & 0.055 \\ 0.055 & 0.122 \end{pmatrix}.
\]

**Design 4** (Stable PVAR with $\rho(\Phi_0) = 0.50498$). We take $\Phi_0$ and $\Sigma_0$ from Design 2, but with:
\[
E_i = 1.5 \times I_2, \quad C_i = I_2, \quad \forall i = 1, \ldots, N.
\]
\[
\Sigma_\eta, T=3 = \begin{pmatrix} 0.069 & 0.045 \\ 0.045 & 0.074 \end{pmatrix}, \quad \Sigma_\eta, T=6 = \begin{pmatrix} 0.074 & 0.049 \\ 0.049 & 0.083 \end{pmatrix}.
\]

In Section 4.1 we presented theoretical results for the TML estimator when unrestricted cross-sectional heteroscedasticity is present. This design is used to investigate the impact of multiplicative cross-sectional heteroscedasticity on the estimators.

**Design 5** (Stable PVAR with $\rho(\Phi_0) = 0.50498$ with non-i.i.d. $\varepsilon_{i,t}$). As a basis for this design we take $\Phi_0$ and $\Sigma_0$ from Design 1, but with:
\[
E_i = I_2, \quad C_i = \varphi_i I_2, \quad \Sigma_0(i) = \varphi_i^2 \Sigma_0, \quad \varphi_i^2 \sim \chi^2(1), \forall i = 1, \ldots, N.
\]

\[\text{Note that effect non-stationarity in these designs has no impact on the first unconditional moment of the } \{y_{i,t}\}_{t=0}^T \text{ process. It can be explained by the fact that } E[\mu_i] = 0_2 \text{ is a sufficient condition for the } \{y_{i,t}\}_{t=0}^T \text{ process to have a zero mean. Thus there is no reason to allow for mean non-stationarity by including } \gamma \text{ parameter into the log-likelihood function, but it is crucial to allow for a covariance non-stationary initial condition.} \]
The last design is dedicated to reveal the robustness properties of the TML estimator when time series heteroscedasticity is present. From Section 3.2 this estimator is not fixed T consistent in this case.

**Design 6** (Stable PVAR with smooth time-series heteroscedasticity). As a basis for this design we take $\Phi_0$ and $\Sigma$ from Design 1 $E_i = C_i = I_2$, but with $\Sigma_0(t)$ are generated as:

$$
\Sigma_0(t) = (0.95 - 0.05T + 0.1t) \times \Sigma_0, \quad \forall t = 1, \ldots, T.
$$

Particular form of the time series heteroscedasticity was chosen such that the $\bar{\Sigma} = \Sigma_0$. Analysis in Designs 5 and 6 can be extended by allowing non-multiplicative heteroscedasticity, however such analysis is beyond the scope of this paper.

For convenience we have multiplied both the mean and the median bias by 100. Similarly to BHP we only present results for $\phi_{11}$ and $\phi_{12}$, as results for the other two parameters are similar both quantitatively and qualitatively. The number of Monte Carlo simulations is set to $B = 10000$.

### 5.3. Technical Remarks

As starting values for TMLE estimation algorithm we used estimators available in a closed form. Namely, we used “AB-GMM”, “Sys-GMM” and FDLS, the additive bias-corrected FE estimator as in Kiviet (1995) and the bias-corrected estimator of Hahn and Kuersteiner (2002). Here ‘AB-GMM’ stands for the Arellano and Bond (1991) estimator; “Sys-GMM” is the System estimator of Blundell and Bond (1998) which incorporates moment conditions based on the initial condition. All aforementioned GMM estimators are implemented in two steps, with the usual clustered weighting matrix used in the second step\textsuperscript{27}.

We denote by “TMLEr”, the estimator which is obtained similarly as “TMLE”, but instead of selecting the global maximum the local maximum that satisfies $|\hat{\Theta} - \bar{\Sigma}| \geq 0$ restriction is selected when possible\textsuperscript{28} and global maximum otherwise. The TML estimator with imposed covariance stationarity is denoted by “TMLEc”. Finally, we denote by “TMLEs” the estimator that is obtained by choosing the local maximum of TMLE objective function with the lowest spectral norm\textsuperscript{29}. This choice is motivated by the fact that for univariate three-wave panel the second mode is always larger than the true mode; in PVAR one can think of spectral norm as measure of distance.

Regarding inference, for all the TML estimators we present results based on robust “sandwich” type standard errors labeled $(r)$. In case of GMM estimators, we provide rejection frequencies based on commonly used Windmeijer (2005) corrected S.E.

### 5.4. Results

#### 5.4.1. Estimation

In this section we will briefly summarize the main findings of the MC study as presented in Tables B.1 to B.6. Inference related issues are discussed in the next section.

\textsuperscript{27}That takes the form “$Z'uu'Z$”.

\textsuperscript{28}In principle this restriction is necessary but not sufficient for $\hat{\Theta} - \bar{\Sigma}$ to be p.s.d. However, for the purpose of exposition in this paper we will stick to this condition rather than checking non-negativity of the corresponding eigenvalues.

\textsuperscript{29}However, unlike the univariate studies of Hsiao et al. (2002) and Hayakawa and Pesaran (2012), where the $\phi$ parameter was restricted to lie in the stationary region, in the numerical routine for the TMLE no restrictions on the parameter space are imposed.
**Design 1.** For the GMM based estimators we found very similar results as in the original study of BHP. Irrespective of $N$, the properties of all GMM estimators deteriorate as $T$ and/or $\pi$ increase and these effects are substantial both for diagonal and off-diagonal elements of $\Phi$. Similarly, we can see that for small values of $T$, the performance of the TML estimator is directly related to the corresponding bias and the RMSE properties of the GMM estimators. Hence using the estimators that are biased towards pseudo-true value, helps to find the second mode that happens to be the global maximum in that replication. On the other hand, if the resulting estimators (TMLEs, TMLEr, TMLEc) are restricted in some way, the strong dependence on starting values is no longer present (especially for TMLEs). In terms of both the bias and the RMSE we can see that the TMLEc estimator performs remarkably well irrespective of design parameter values for both diagonal and off-diagonal elements. The FDLS estimator does perform marginally worse as compared to the TMLEc estimator but still outperforms all the GMM estimators. All the TML estimators (except for TMLEc) tend to have an asymmetric finite sample distribution that results in corresponding discrepancies between estimates of mean and median.

In Section 3.3.3 we have mentioned that the second mode of the unrestricted TML estimator is located at $\Phi = I_m$. Based on the results in Table B.1 we can see that the diagonal elements for the TML estimator are positively biased towards 1, while the off-diagonal elements are negatively biased in direction of 0 (at least for small $N$ and $T$). Thus the bimodality problem remains a substantial issue even for $T > 2$ and choosing global optimum is not always the best strategy as TMLEs clearly dominates TMLE for small values of $T$. For $T = 6$ the TMLEr and TMLEs provide equivalent results and some improvements over “global” standard TMLE.

**Design 2.** One of the implications of this setup is that the FDLS estimator is not consistent. More importantly, for this setup we do not know whether the bimodality issue for $T = 2$ is still present, thus the need for the TMLEr and TMLEs estimators is less obvious. However, the motivation becomes clear once we look at the corresponding results in Table B.2. TMLEs and TMLEr dominate TMLE in all cases, with TMLEs being the preferred choice. We can observe that the bias of the TML estimator in terms of both the magnitude and the sign does not change dramatically as compared to Design 1. Observe that the bias of the TMLEc in the diagonal elements does not decrease with $T$ fast enough to match the performance of the TMLEr/TMLEs estimators. While for the off-diagonal elements quite a substantial bias remains even for $N = 250, T = 6$.

**Designs 3 and 4.** As it was expected, the properties of Sys-GMM (that rely on the effect-stationarity implied moment conditions) deteriorate significantly as compared to Design 2. We observe that for $\pi = 1$ the AB-GMM estimator is more biased in comparison to Design 2 (for Design 3), but is less biased than $\pi = 3$. The intuition of these patterns is similar to the one presented by Hayakawa (2009) within the univariate setting. Unlike the previous designs, the TML estimator exhibits lower bias for $\pi = 3$ despite the fact that the quality of the starting values diminished in the same way as in the effect-stationary case. Magnitudes of the effect non-stationary initial conditions considered in these designs are sufficient to ensure that the restrictions imposed from TMLEr estimator are imposed.

---

30 This contrasts sharply with the finite sample results presented in BHP.

31 As it will turn out later, these properties will play a major role to explain the finite sample properties of the LR test of covariance stationarity, that is presented in Online Appendix.
satisfied even for small values of $N$ and $T$. As a result, the discrepancy between the nominal and the actual number of MC replications is very small.

**Design 5.** Unlike in Designs 3-4, the setup of Design 5 has no impact on consistency of most estimators analyzed (except FDLS). As can be clearly seen from Table B.6, the same can not be said about the finite sample properties. The introduction of cross-sectional variation in $\Sigma_0(i)$ affected all estimation techniques by means of higher RMSE/MAE values. Unsurprisingly, these effects diminish as $N$ increases, but are still present even for $N = 250$. On the other hand, the effect of cross-sectional variation is less clear for bias measures, with improvements for some estimators and higher bias for others.

**Design 6.** In this setup TML estimator is inconsistent due to time-series heteroscedasticity, the TMLEc estimator seems to be affected the most in terms of both the bias and precision. By comparing the results in Tables B.2 and B.6 we can conclude that fixed $T$ inconsistency translates into more pronounced finite sample bias of the TML estimator. However, that is only true for diagonal elements ($\phi_{11}$ in this case) as the estimation quality of the off-diagonal elements remains unaffected. For $T = 6$ the bias of TMLE/TMLEs/TMLEr estimators diminishes, as can be expected given consistency in the large $N,T$ framework. Furthermore, the Sys-GMM estimator, albeit still consistent, also shows some signs of deteriorating finite sample properties.

5.4.2. **Size and Power properties**

For brevity in this section we present the empirical rejection frequencies for $\phi_{11}$ only. Results for the other entries are available from the author upon request.

Below we will briefly summarize the main findings regarding the size and the power of the two-sided t test for different designs.

- Except for TMLEc, for $N = 100$ all estimators result in substantially oversized test statistics with relatively low power. In many cases rejection frequencies for alternatives close to the unit circle are of similar magnitude to size.

- When the estimator is consistent, the inference based on TMLEc serves as a benchmark both for size and power.

- In designs with the effect stationary initial condition (except $N = 250, T = 6$ to be discussed next), the empirical rejection frequencies based on all the TML (except for TMLEc) as well as the AB-GMM estimators do not result in symmetric power curves, due to the substantial finite sample bias of the estimators.

- Results for $T = 6$ and $N = 250$ suggest that the TML estimators without imposed stationarity restrictions are well sized and have good power properties in all designs with almost perfectly symmetric power curves.

- Although all the TML estimators (without imposed stationarity restriction) are inconsistent with time-series heteroscedastic error terms, the actual rejection frequencies for $N = 250$ are only marginally worse in comparison to the benchmark case. The same, however, can not be said about the TMLEc estimator.
• In design with cross-sectional heteroscedasticity, the TML based test statistics become more oversized, compared to the benchmark case. The only exception is the case with $N = 250$ and $T = 6$ where the actual size increases by at most 1%.

The results presented here suggest that under the assumption of time homoscedasticity, likelihood based techniques might serve as a viable alternative to the GMM based methods in the simple PVAR(1) model. Particularly, the TML estimator of BHP tends to be robust with respect to non-stationarity of the initial condition and cross-sectional heterogeneity of parameters. Furthermore, in finite sample likelihood based methods are robust even if smooth time-series heteroscedasticity is present. However, the TML estimator does suffer from serious bimodality problems when the number of cross-sectional units is small and the length of time series is short. In these cases the resulting estimator heavily depends on the way the estimator is chosen. As we have mentioned, in some designs in $30\% - 40\%$ of all MC replications no local maxima satisfying $|\hat{\Theta} - \Sigma| > 0$ was available even for $N = 250$. However, this problem becomes marginal once $T = 6$ where such fractions drop to $1\% - 10\%$. Based on these results we suggest that the resulting TMLE estimator is chosen such that (when possible) local maxima should satisfies p.s.d. $|\hat{\Theta} - \Sigma| > 0$ restriction (TMLEr), and otherwise the solution with smaller spectral norm should be chosen (TMLEs).

6. Concluding remarks

In this paper we aim at providing a thorough analysis of the performance of fixed T consistent estimation techniques for PVARX(1) model based on observations in first differences. We have mostly emphasized the results and properties of the likelihood based method. Our main goal was to investigate the robustness of aforementioned methods with respect to possible non-stationarity of the initial condition and/or cross-sectional heteroscedasticity.

We have extended the approach of BHP with inclusion of strictly exogenous regressors and shown how to construct a concentrated likelihood function for the autoregressive parameter only. Furthermore, we have shown that the TML is a “quasi” maximum likelihood estimator in several aspects. First of all, we have argued that it remains consistent with limiting normal distribution even when cross-sectional heterogeneity of the variance parameters or initial condition is not mean stationarity.

The key finding of this paper is that in the three-wave panel the expected log-likelihood function of BHP in the univariate setting does not have the unique maximum at the true value. This result has been shown to be robust irrespective of initialization. Furthermore, we have provided a sufficient condition for this result to hold for PVAR(1) in the three-wave panel.

Finally, we have conducted an extensive MC study with the emphasis on designs where the set of standard assumptions about the stationarity and the cross-sectional homoscedasticity were violated. Results suggest that likelihood based inference techniques might serve as a feasible alternative to GMM based methods in a simple PVARX(1) model. However, for small values of $N$ and/or $T$ the TML estimator is vulnerable to the choice of the starting values for the numerical optimization algorithm. These finite sample findings have been related to the bimodality results derived earlier in this paper. We proposed several ways of choosing the estimator among local maxima. Particularly, we suggest that the resulting TMLE estimator is chosen such that local maxima should satisfies p.s.d. restriction (TMLEr), and otherwise the solution with smaller spectral norm should be chosen (TMLEs).
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Appendices

Appendix A. Proofs

Appendix A.1. TMLE estimator

Firstly, we define a set of new auxiliary variables, which will be handy during the derivations of differentials:

\[ Z_N(\kappa) := \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (\tilde{y}_{i,t} - \Phi \tilde{y}_{i,t-1})(\tilde{y}_{i,t} - \Phi \tilde{y}_{i,t-1})', \]
\[ Q_N(\kappa) := \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{y}_{i,t-1}(\tilde{y}_{i,t} - \Phi \tilde{y}_{i,t-1})', \]
\[ M_N(\kappa) := \frac{T}{N} \sum_{i=1}^{N} (\tilde{y}_{i} - \Phi \tilde{y}_{i,-})(\tilde{y}_{i} - \Phi \tilde{y}_{i,-})', \]
\[ N_N(\kappa) := \frac{T}{N} \sum_{i=1}^{N} \tilde{y}_{i,-}(\tilde{y}_{i} - \Phi \tilde{y}_{i,-})', \]
\[ R_N := \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{y}_{i,t-1} \tilde{y}_{i,t-1}, \]
\[ P_N := \frac{T}{N} \sum_{i=1}^{N} \tilde{y}_{i,-} \tilde{y}_{i,-}, \]
\[ \Xi := \sum_{l=0}^{T-2} (T_1 - l) \Phi_0^l, \]

In the derivations below we will use several results concerning differentials (for more details refer to Magnus and Neudecker (2007)):

\[ \text{dlog } |X| = \text{tr } (X^{-1}(\text{d}X)), \quad \text{d}(\text{tr } X) = \text{tr } (\text{d}X), \]
\[ \text{d}(\text{vec } X) = \text{vec } (\text{d}X), \quad \text{d}X^{-1} = -X^{-1}(\text{d}X)X^{-1}, \]
\[ \text{d}XY = (\text{d}X)Y + X(\text{d}Y), \quad \text{d}(X \otimes X) = \text{d}(X) \otimes X + X \otimes \text{d}(X), \]
\[ \text{vec } (\text{d}X \otimes X) = (I_m \otimes K_m \otimes I_m)(I_{m^2} \otimes \text{vec } X) \text{ vec } (\text{d}X) \]

Appendix A.1.1. Auxiliary results

Lemma Appendix A.1.

\[ Y := \sum_{l=0}^{T-1} \Phi_0^l - TI_m + \left( \sum_{l=0}^{T-2} (T-l) \Phi_0^l - \sum_{l=0}^{T-2} \Phi_0^l \right) (I_m - \Phi_0) = O_m \]

Proof.

\[ Y := \sum_{l=0}^{T-1} \Phi_0^l - TI_m + \left( \sum_{l=0}^{T-2} (T-l) \Phi_0^l - \sum_{l=0}^{T-2} \Phi_0^l \right) (I_m - \Phi_0) \]
\[ = \Phi_0^{T-1} + \sum_{l=0}^{T-2} \Phi_0^{l+1} - TI_m + T \left( \sum_{l=0}^{T-2} \Phi_0^l - \sum_{l=0}^{T-2} \Phi_0^l \right) - \sum_{l=1}^{T-1} \Phi_0^l - \sum_{l=1}^{T-1} (l-1) \Phi_0^l \]
\[ = \Phi_0^{T-1} + \sum_{l=1}^{T-1} \Phi_0^l - TI_m + T(I_m - \Phi_0^{T-1}) - \sum_{l=1}^{T-2} \Phi_0^l - (T-2)\Phi_0^{T-1} \]
\[ = \Phi_0^{T-1} + \sum_{l=1}^{T-2} \Phi_0^{l+1} \Phi_0^{T-1} - \sum_{l=1}^{T-2} \Phi_0^{l} - (T-2)\Phi_0^{T-1} \]
\[ = (1-T)\Phi_0^{T-1} + \Phi_0^{T-1} + (T-2)\Phi_0^{T-1} = O_m. \]

□
Lemma Appendix A.2. Under Assumptions $SA^*$ the following relation holds:

$$E[N_N(\kappa_0)] = \frac{1}{T} \Xi \Theta_0.$$ 

for $\Theta_0 = \Sigma_0 + T(I_m - \Phi_0) E[u_{i,0} u_{i,0}'] (I_m - \Phi_0)'$.

Proof.

$$E[N_N(\kappa_0)'] = E \left[ \frac{T}{N} \sum_{i=1}^{N} (\gamma_i - \Phi_0 \gamma_i - \Phi_0') \gamma_i' \right]$$

As $\gamma_i = 0$, it then follows that:

$$E \left[ \frac{T}{N} \sum_{i=1}^{N} (\gamma_i - \Phi_0 \gamma_i - \Phi_0') \gamma_i' \right] = (I_m - \Phi_0) E[u_{i,0} u_{i,0}'] (I_m - \Phi_0)' \Xi' + \frac{1}{T} \Sigma_0 \Xi' = \frac{1}{T} \Theta_0 \Xi'.

\square

Appendix A.1.2. Log-likelihood function

Theorem 3.1. Let:

$$\Delta \tau = \begin{pmatrix} \Delta y_{i,1} \\ \Delta \varepsilon_{i,2} \\ \vdots \\ \Delta \varepsilon_{i,T} \end{pmatrix}_{mT \times 1}, \quad C_T = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 1 & 1 & \cdots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 1 & \cdots & 1 & 1 \end{pmatrix}_{T \times T}, \quad L_T = \begin{pmatrix} 0 & \cdots & \cdots & 0 \\ 1 & \ddots & \vdots & \vdots \\ 0 & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{pmatrix}_{T \times T}$$

and let $D$ be a $[T \times T + 1]$ matrix which transforms a $[T + 1 \times 1]$ vector $x$ into a $[T \times 1]$ vector of corresponding first differences. Also define $\Theta := T(\Psi - \Sigma) + \Sigma$ and $\Omega := \Sigma^{-1} \Theta$. If we denote $\Gamma := \Sigma^{-1} \Psi$ it then follows that:

$$\Sigma_{\Delta \tau} = (I_T \otimes \Sigma) \begin{pmatrix} \Gamma & -I_m & O_m & \cdots & O_m \\ -I_m & 2I_m & \cdots & \vdots & \vdots \\ O_m & \cdots & \cdots & O_m & \vdots \\ \vdots & \vdots & \cdots & \cdots & -I_m \\ O_m & \cdots & O_m & -I_m & 2I_m \end{pmatrix} = (I_T \otimes \Sigma) [(DD' \otimes I_m) + (e_1 e_1' \otimes (\Gamma - 2I_m))] = (I_T \otimes \Sigma) [(C_T^{\top} C_T)^{-1} \otimes I_m] + (e_1 e_1' \otimes (\Gamma - I_m)].$$
Subsequently the determinant is given by (using the fact that $|C_T| = 1$):

$$|\Sigma_{\Delta T}| = |\Sigma|^T|((C'_T C_T)^{-1} \otimes I_m) + (e_1 e'_1 \otimes (I - I_m))| = |\Sigma|^T|I_m + (e'_1 C'_T C_T e_1 (I - I_m))||C'_T C_T^{-1}|$$

$$= |\Sigma|^T|I_m + (e'_1 C'_T C_T e_1 (I - I_m))| = |\Sigma|^T|I_m + T(I - I_m)| = |\Sigma|^T|\Omega| = |\Sigma|^{-1}T(\Theta),$$

where the second line follows by means of the Matrix Determinant Lemma\footnote{Alternatively $|\Sigma_{\Delta T}|$ can be evaluated using the general formula for tridiagonal matrices in Molinari (2008).}. Using the Woodbury formula we can evaluate $\Sigma_{\Delta T}^{-1}$:

$$\Sigma_{\Delta T}^{-1} = \left[\left((C'_T C_T)^{-1} \otimes I_m\right) + (e'_1 e_1 \otimes (I - I_m))\right]^{-1} (I_T \otimes \Sigma^{-1})$$

$$= \left[\left((C'_T C_T) \otimes I_m\right) - ((C'_T C_T e_1) \otimes I_m) \left((I - I_m)^{-1} + T I_m\right) ((e'_1 C'_T C_T) \otimes I_m)\right] (I_T \otimes \Sigma^{-1})$$

$$= (C'_T \otimes I_m) U (C_T \otimes I_m) (I_T \otimes \Sigma^{-1}) = (C'_T \otimes I_m) U (I_T \otimes \Sigma^{-1}) (C_T \otimes I_m),$$

where $U$ is:

$$U = I_{Tm} - ((C_T e_1) \otimes I_m) \left((I - I_m) \Omega^{-1}\right) ((e'_1 C'_T) \otimes I_m)$$

$$= I_{Tm} - (v_T \otimes I_m) \left((I - I_m) \Omega^{-1}\right) (v_T \otimes I_m) = I_{Tm} - v_T v_T \otimes \left((I - I_m) \Omega^{-1}\right)$$

$$= I_{Tm} - \frac{1}{T} v_T v_T \otimes (I_m - \Omega^{-1}) = I_{Tm} - \frac{1}{T} v_T v_T \otimes I_m + \frac{1}{T} v_T v_T \otimes \Omega^{-1}$$

$$= W_T \otimes I_m + \frac{1}{T} v_T v_T \otimes \Omega^{-1},$$

so that:

$$\Sigma_{\Delta T}^{-1} = (C'_T \otimes I_m) \left[W_T \otimes \Sigma^{-1} + \frac{1}{T} v_T v_T \otimes \Theta^{-1}\right] (C_T \otimes I_m).$$

Now using the fact that $R = (I_{Tm} - L_T \otimes \Phi)$ and defining $Z_i = (y_{i,0}, \ldots, y_{i,T})$:

$$Z : = (C_T \otimes I_m)(I_{Tm} - L_T \otimes \Phi) \text{vec}(z_i D')$$

$$= \text{vec}(z_i D'C'_T - \Phi z_i D'L'C'_T) = \text{vec}((C_T D z'_i) - \Phi (C_T L_T D z'_i))$$

$$= \text{vec}((Y_i - v_T y_{i,0})' - \Phi (Y_{i,-} - v_T y_{i,0})').$$

Hence the log likelihood function of BHP can be rewritten in the following way (where $\kappa = (\phi', \sigma', \theta')$):

$$\ell(\kappa) = c - \frac{N}{2} \left((T - 1) \log |\Sigma| + \log |\Theta| + \text{tr} (\Sigma^{-1} Z_N(\kappa)) + \text{tr} (\Theta^{-1} M_N(\kappa))\right). \quad \text{(Appendix A.1)}$$

In order to include exogenous regressors in the model we denote the following quantities:

$$\gamma = G \Delta X_i^T, \quad \bar{X}_i = (x_{i,1}, \ldots, x_{i,T}).$$

The $Z$ term in this case is given by:

$$Z : = (C_T \otimes I_m) \left((I_{Tm} - L_T \otimes \Phi) \text{vec}(z_i D') - (I_T \otimes B) \text{vec}(\Delta X_i) - \text{vec}(\gamma e'_1)\right)$$

$$= \text{vec}((Y_i - v_T (y_{i,0} + \gamma))' - \Phi (Y_{i,-} - v_T y_{i,0})' - B (\bar{X}_i - v_T x_{i,0}'\)).$$

Result follows directly based on derivations for PVAR(1) model by redefining $Z_N$ and $M_N$. \qed
Appendix A.1.3. Score vector

Lemma 3.4. Here for simplicity we derive first differential of $\ell(\kappa)$ without exogenous regressors:

$$-rac{2}{N} d\ell(\kappa) = (T - 1) \text{tr} (\Sigma^{-1}(d\Sigma)) + \text{tr} (\Theta^{-1}(d\Theta))$$

$$- \text{tr} (\Sigma^{-1}(d\Sigma)\Sigma^{-1}Z_N(\kappa)) - \text{tr} (\Theta^{-1}(d\Theta)\Theta^{-1}M_N(\kappa))$$

$$+ \text{tr} (\Sigma^{-1}(dZ_N(\kappa))) + \text{tr} (\Theta^{-1}(dM_N(\kappa)))$$

$$= \text{tr} (\Sigma^{-1}((T - 1)\Sigma - Z_N(\kappa))\Sigma^{-1}(d\Sigma)) + \text{tr} (\Theta^{-1}(\Theta - M_N(\kappa))\Theta^{-1}(d\Theta))$$

$$- 2\text{tr} (\Sigma^{-1}((d\Phi)Q_N(\kappa))) - 2\text{tr} (\Theta^{-1}((d\Phi)N_N(\kappa))).$$

Based on these derivations we conclude that the corresponding $[2m^2 + m \times 1]$ score vector is given by:

$$\nabla(\kappa) = N \begin{pmatrix} \text{vec} (\Sigma^{-1}Q_N(\kappa') + \Theta^{-1}N_N(\kappa') \\ D_m' \text{vec} (-\frac{1}{2}(\Sigma^{-1}((T - 1)\Sigma - Z_N(\kappa))\Sigma^{-1}(d\Sigma))) \\ D_m' \text{vec} (-\frac{1}{2}(\Theta^{-1}(\Theta - M_N(\kappa))\Theta^{-1}(d\Theta))) \end{pmatrix}. \quad \text{(Appendix A.2)}$$

Zero mean result follows trivially from Lemma Appendix A.2 and the fact that $E[\Sigma_0^{-1}Q_N(\kappa_0)] = (1/T)\Xi$ (the “Nickell bias”).

Proposition 3.5. We need to derive the exact expression for vec $d\Theta$ under assumption that vec $E[u_{i,0}u_{i,0}'] = (I_{m^2} - \Phi \otimes \Phi)^{-1}$ vec $\Sigma$. At first, we rewrite the expression for vec $\Theta$ (we prefer to work with vec $(\cdot)$ rather than vech $(\cdot)$ to avoid excessive use of duplication matrix $D_m$):

$$\text{vec } \Theta = \text{vec } \Sigma + T((I_m - \Phi) \otimes (I_m - \Phi)) E[u_{i,0}u_{i,0}']$$

$$= \text{vec } \Sigma + T((I_m - \Phi) \otimes (I_m - \Phi))(I_{m^2} - \Phi \otimes \Phi)^{-1} \text{vec } \Sigma = S_2 \text{vec } \Sigma$$

Using rules for differentials we get that:

$$d(\text{vec } \Theta) = S_2 d(\text{vec } \Sigma) + d(S_2) \text{vec } \Sigma.$$ 

Using the product rule for differentials:

$$\frac{1}{T} d(S_2) = -(d(\Phi) \otimes (I_m - \Phi) + (I_m - \Phi) \otimes d(\Phi))(I_{m^2} - \Phi \otimes \Phi)^{-1}$$

$$+ ((I_m - \Phi) \otimes (I_m - \Phi))(I_{m^2} - \Phi \otimes \Phi)^{-1}(d(\Phi) \otimes \Phi + \Phi \otimes d(\Phi))(I_{m^2} - \Phi \otimes \Phi)^{-1}$$

Recall definition of $E[u_{i,0}u_{i,0}'] = \Psi_0$ and define $\psi_0 := \text{vec } \Psi_0$. As $d(S_2)$ vec $\Sigma$ is already a vector by taking vec $(\cdot)$ of this term nothing changes:

$$\frac{1}{T} \text{vec } (d(S_2) \text{vec } \Sigma) = -(\psi_0' \otimes I_{m^2}) \text{vec } (d(\Phi) \otimes (I_m - \Phi) + (I_m - \Phi) \otimes d(\Phi))$$

$$+ (\psi'_0 \otimes ((I_m - \Phi) \otimes (I_m - \Phi)) (I_{m^2} - \Phi \otimes \Phi)^{-1}))(d(\Phi) \otimes (\Phi) + (\Phi) \otimes d(\Phi))$$

Using the formula for vec $(dX \otimes X)$:

$$\frac{1}{T} d(S_2) \text{vec } \Sigma = -(\psi_0' \otimes I_{m^2})(I_m \otimes K_m \otimes I_m)(I_{m^2} \otimes (j - \phi) + (j - \phi) \otimes I_{m^2}) d\phi$$

$$+ (\psi'_0 \otimes (((I_m - \Phi) \otimes (I_m - \Phi)) (I_{m^2} - \Phi \otimes \Phi)^{-1}))(I_m \otimes K_m \otimes I_m)(I_{m^2} \otimes \phi + \phi \otimes I_{m^2}) d\phi$$

Recall the definition of $S_1$ to conclude that:

$$d(S_2) \text{vec } \Sigma = S_1 d\phi. \quad \text{(Appendix A.3)}$$

Desired results follows by combining differential results for dvec $\Theta$ with proof of Lemma 3.4. \qed
Appendix A.1.4. Bimodality

Proof Theorem 3.2. Let denote the true value for \( \theta^2 \) as \( \theta_0^2 \) that for general \( T \) is equal to:
\[
\theta_0^2 = \sigma_0^2 + T(1 - \phi_0)^2 E[u_{i,0}^2].
\]
Thus at \( T = 2 \) it is equal to:
\[
\theta_0^2 = \sigma_0^2 + 2(1 - \phi_0)^2 E[u_{i,0}^2]
\]
For some \( \phi \) we denote the following variables:
\[
\theta_0^2 = E\left[\frac{2}{N} \sum_{i=1}^{N} (\tilde{y}_i - \phi \tilde{y}_i)^2\right], \quad \sigma_0^2 = E\left[\frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{2} (\tilde{y}_{i,t} - \phi \tilde{y}_{i,t-1})^2\right].
\]
and \( a = \phi_0 - \phi \).

As we assume that the observations are i.i.d. it is sufficient to analyze previous expressions for some arbitrary individual \( i \). At first we proceed with expression for \( \sigma_0^2 \) (recall definition of \( x \) variable):
\[
\sigma_0^2 = E\left[\frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{2} (\tilde{y}_{i,t} - \phi \tilde{y}_{i,t-1})^2\right] = 0.5 E\left[(\Delta y_{i,2} - \phi \Delta y_{i,1})^2\right] = 0.5 E\left[(\Delta \varepsilon_{i,2} + (\phi_0 - \phi) \Delta y_{i,1})^2\right]
\]
\[
= 0.5 E\left[(\Delta \varepsilon_{i,2} + (\phi_0 - \phi)((1 - \phi_0)u_{i,0} + \varepsilon_{i,1}))^2\right] = 0.5 E\left[(\varepsilon_{i,2} + (\phi_0 - \phi)(1 - \phi_0)u_{i,0} + (\phi_0 - \phi - 1)\varepsilon_{i,1})^2\right]
\]
\[
= 0.5(\sigma_0^2(1 + (\phi_0 - \phi - 1)^2) + (\phi_0 - \phi)^2(1 - \phi_0)^2 E[u_{i,0}^2]) = 0.5\sigma_0^2(1 - 2(\phi_0 - \phi) + 1 + (\phi_0 - \phi)^2x)
\]
\[
= 0.5\sigma_0^2(a^2x + 2(1 - a))
\]
Similarly we can derive expression for \( \theta_0^2 \) and \( \theta_0^2 \) in terms of the \( x \) and \( a \).
\[
\theta_0^2 = \sigma_0^2 + 2(1 - \phi_0)^2 E[u_{i,0}^2] = \sigma_0^2(2x - 1)
\]
While for \( \theta_0^2 \) it follows that:
\[
\theta_0^2 = E\left[\frac{2}{N} \sum_{i=1}^{N} (\tilde{y}_i - \phi \tilde{y}_i)^2\right] = 2 E\left[(\tilde{u}_i - u_{i,0} - \phi (\tilde{u}_{i,-} - u_{i,0}))^2\right]
\]
\[
= 2 E\left[(\varepsilon_i + \phi_0 \tilde{u}_{i,-} - u_{i,0} - \phi (\tilde{u}_{i,-} - u_{i,0}))^2\right] = 0.5 E\left[(\varepsilon_{i,2} + \varepsilon_{i,1} + \phi_0(u_{i,1} + u_{i,0}) - 2u_{i,0} - \phi(u_{i,1} - u_{i,0}))^2\right]
\]
\[
= 0.5 E\left[(\varepsilon_{i,2} + \varepsilon_{i,1}(1 + \phi_0 - \phi) + u_{i,0}(\phi_0(1 + \phi_0) - 2 - \phi(\phi_0 - 1)))^2\right]
\]
\[
= 0.5\sigma_0^2\left[1 + (1 + a)^2 + (1 - \phi_0)^2 E[u_{i,0}^2](a + 2)^2\right] = 0.5\sigma_0^2\left[1 + (1 + a)^2 + (1 - \phi_0)^2 E[u_{i,0}^2](a + 2)^2/\sigma_0^2\right]
\]
\[
= 0.5\sigma_0^2\left[1 + (1 + a)^2 + (x - 1)(a + 2)^2\right] = 0.5\sigma_0^2\left[a^2x + (a + 1)(4x - 2)\right]
\]
Continuing:
\[
\sigma_0^2\theta_0^2 = 0.25\sigma_0^4\left(a^2x - 2(a - 1)\right) \left(a^2x + (a + 1)(4x - 2)\right)
\]
\[
= 0.25\sigma_0^4\left(a^2x^2 + 2xa(2x - 2) + (2x - 2)^2\right) + 4(2x - 1))
\]
\[
= 0.25\sigma_0^4\left(a^2(2x - 2)^2 + 4(2x - 1))\right)
\]
\[
= 0.25\sigma_0^4\left(a^2(2x - 2)^2\right) + \sigma_0^2\theta_0^2
\]
The first term in the brackets is obviously equal for true value \( \phi_0 \) (\( a = 0 \)) and for:
\[
a = 2\frac{1 - x}{x} \Rightarrow \phi_0 - \phi = 2\frac{1 - x}{x} \Rightarrow \phi = 2\frac{x - 1}{x} + \phi_0.
\]

Appendix B. Monte Carlo results
### Table B.1: Design 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Sys-GMM</th>
<th>TMLE</th>
<th>TMLEc</th>
<th>TMLEs</th>
<th>TMLEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB-GMM</td>
<td>0.05</td>
<td>0.16</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>5.09</td>
<td>5.14</td>
<td>-0.14</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>-0.09</td>
<td>-0.08</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>-0.18</td>
<td>-0.14</td>
<td>-0.16</td>
<td>0.16</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>-0.10</td>
<td>-0.04</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>-2.00</td>
<td>-1.81</td>
<td>-0.28</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>2.17</td>
<td>-0.21</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>8.38</td>
<td>3.56</td>
<td>-0.19</td>
<td>0.59</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>8.49</td>
<td>8.52</td>
<td>-0.05</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>-0.66</td>
<td>-0.80</td>
<td>-0.30</td>
<td>0.29</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>0.76</td>
<td>0.14</td>
<td>-0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
</tbody>
</table>

### Table B.2: Design 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Sys-GMM</th>
<th>TMLE</th>
<th>TMLEc</th>
<th>TMLEs</th>
<th>TMLEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB-GMM</td>
<td>0.05</td>
<td>0.16</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>5.09</td>
<td>5.14</td>
<td>-0.14</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>-0.09</td>
<td>-0.08</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>-0.18</td>
<td>-0.14</td>
<td>-0.16</td>
<td>0.16</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>-0.10</td>
<td>-0.04</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>-2.00</td>
<td>-1.81</td>
<td>-0.28</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>2.17</td>
<td>-0.21</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>8.38</td>
<td>3.56</td>
<td>-0.19</td>
<td>0.59</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>8.49</td>
<td>8.52</td>
<td>-0.05</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>-0.66</td>
<td>-0.80</td>
<td>-0.30</td>
<td>0.29</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>0.76</td>
<td>0.14</td>
<td>-0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
</tbody>
</table>
## Table B.3: Design 3

<table>
<thead>
<tr>
<th>N = 100</th>
<th>T = 3</th>
<th>p = 1</th>
<th>Mean</th>
<th>Median</th>
<th>5 q</th>
<th>95 q</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ1</td>
<td>AB-GMM</td>
<td>-27.55</td>
<td>-22.63</td>
<td>-1.33</td>
<td>0.64</td>
<td>0.71</td>
<td>0.30</td>
<td>-3.27</td>
</tr>
<tr>
<td></td>
<td>Sys-GMM</td>
<td>29.51</td>
<td>30.90</td>
<td>0.30</td>
<td>0.51</td>
<td>0.33</td>
<td>0.31</td>
<td>60.94</td>
</tr>
<tr>
<td></td>
<td>FDLS</td>
<td>10.03</td>
<td>9.89</td>
<td>-0.21</td>
<td>0.42</td>
<td>0.22</td>
<td>0.14</td>
<td>64.34</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>16.37</td>
<td>7.55</td>
<td>-0.24</td>
<td>0.81</td>
<td>0.36</td>
<td>0.17</td>
<td>7.47</td>
</tr>
<tr>
<td></td>
<td>TMLEr</td>
<td>17.52</td>
<td>7.43</td>
<td>0.00</td>
<td>0.15</td>
<td>-0.13</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>TMLEs</td>
<td>4.00</td>
<td>0.72</td>
<td>-0.23</td>
<td>0.45</td>
<td>0.21</td>
<td>0.11</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>5.27</td>
<td>0.94</td>
<td>-0.23</td>
<td>0.53</td>
<td>0.23</td>
<td>0.11</td>
<td>0.45</td>
</tr>
</tbody>
</table>

## Table B.4: Design 4

<table>
<thead>
<tr>
<th>N = 100</th>
<th>T = 3</th>
<th>p = 1</th>
<th>Mean</th>
<th>Median</th>
<th>5 q</th>
<th>95 q</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ1</td>
<td>AB-GMM</td>
<td>-2.40</td>
<td>-2.64</td>
<td>-0.33</td>
<td>0.30</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.60</td>
</tr>
<tr>
<td></td>
<td>Sys-GMM</td>
<td>26.85</td>
<td>27.98</td>
<td>0.02</td>
<td>0.52</td>
<td>0.33</td>
<td>0.30</td>
<td>52.80</td>
</tr>
<tr>
<td></td>
<td>FDLS</td>
<td>7.10</td>
<td>6.79</td>
<td>-0.23</td>
<td>0.39</td>
<td>0.20</td>
<td>0.13</td>
<td>56.24</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>12.18</td>
<td>4.85</td>
<td>-0.25</td>
<td>0.73</td>
<td>0.32</td>
<td>0.15</td>
<td>11.09</td>
</tr>
<tr>
<td></td>
<td>TMLEr</td>
<td>13.52</td>
<td>13.23</td>
<td>-1.20</td>
<td>0.40</td>
<td>0.21</td>
<td>0.18</td>
<td>48.70</td>
</tr>
<tr>
<td></td>
<td>TMLEs</td>
<td>4.88</td>
<td>1.30</td>
<td>-0.24</td>
<td>0.51</td>
<td>0.22</td>
<td>0.12</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>5.42</td>
<td>1.44</td>
<td>-0.27</td>
<td>0.32</td>
<td>0.19</td>
<td>0.15</td>
<td>9.45</td>
</tr>
<tr>
<td></td>
<td>TMLEr</td>
<td>0.62</td>
<td>-0.63</td>
<td>-0.28</td>
<td>0.16</td>
<td>0.13</td>
<td>0.15</td>
<td>-0.37</td>
</tr>
<tr>
<td></td>
<td>TMLEs</td>
<td>-0.18</td>
<td>-0.31</td>
<td>-0.28</td>
<td>0.17</td>
<td>0.11</td>
<td>-0.08</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>-0.19</td>
<td>-0.36</td>
<td>-0.28</td>
<td>0.17</td>
<td>0.11</td>
<td>-0.01</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N = 250</th>
<th>T = 3</th>
<th>p = 1</th>
<th>Mean</th>
<th>Median</th>
<th>5 q</th>
<th>95 q</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ1</td>
<td>AB-GMM</td>
<td>-0.98</td>
<td>-0.61</td>
<td>-0.46</td>
<td>0.71</td>
<td>0.11</td>
<td>0.12</td>
<td>-0.22</td>
</tr>
<tr>
<td></td>
<td>Sys-GMM</td>
<td>35.13</td>
<td>36.30</td>
<td>0.01</td>
<td>0.66</td>
<td>0.40</td>
<td>0.36</td>
<td>52.40</td>
</tr>
<tr>
<td></td>
<td>FDLS</td>
<td>6.86</td>
<td>6.73</td>
<td>-0.12</td>
<td>0.26</td>
<td>0.14</td>
<td>0.09</td>
<td>58.32</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>9.10</td>
<td>2.08</td>
<td>-0.16</td>
<td>0.69</td>
<td>0.26</td>
<td>0.09</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>TMLEr</td>
<td>13.89</td>
<td>13.79</td>
<td>-0.02</td>
<td>0.30</td>
<td>0.17</td>
<td>0.14</td>
<td>50.21</td>
</tr>
<tr>
<td></td>
<td>TMLEs</td>
<td>1.88</td>
<td>0.30</td>
<td>-0.16</td>
<td>0.24</td>
<td>0.14</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>2.04</td>
<td>0.35</td>
<td>-0.16</td>
<td>0.15</td>
<td>0.06</td>
<td>0.05</td>
<td>0.16</td>
</tr>
</tbody>
</table>

## Table B.5: Design 5

<table>
<thead>
<tr>
<th>N = 100</th>
<th>T = 3</th>
<th>p = 3</th>
<th>Mean</th>
<th>Median</th>
<th>5 q</th>
<th>95 q</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ1</td>
<td>AB-GMM</td>
<td>-11.65</td>
<td>-11.26</td>
<td>-0.14</td>
<td>0.16</td>
<td>0.21</td>
<td>0.14</td>
<td>-5.39</td>
</tr>
<tr>
<td></td>
<td>Sys-GMM</td>
<td>57.84</td>
<td>58.32</td>
<td>0.51</td>
<td>0.55</td>
<td>0.13</td>
<td>0.06</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>FDLS</td>
<td>34.68</td>
<td>33.57</td>
<td>0.06</td>
<td>0.66</td>
<td>0.39</td>
<td>0.14</td>
<td>8.68</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>9.05</td>
<td>9.01</td>
<td>-0.31</td>
<td>0.31</td>
<td>0.16</td>
<td>0.11</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>TMLEr</td>
<td>-0.64</td>
<td>-0.68</td>
<td>-0.20</td>
<td>0.08</td>
<td>0.10</td>
<td>0.07</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td>TMLEs</td>
<td>0.63</td>
<td>0.12</td>
<td>-0.16</td>
<td>0.19</td>
<td>0.11</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>TMLEc</td>
<td>0.58</td>
<td>0.10</td>
<td>-0.16</td>
<td>0.19</td>
<td>0.11</td>
<td>0.06</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table B.5: Design 5

<table>
<thead>
<tr>
<th>φ1</th>
<th>AB-GMM</th>
<th>Sys-GMM</th>
<th>FDLS</th>
<th>TMLE</th>
<th>TMLe</th>
<th>TMLe</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 100</td>
<td>4.69</td>
<td>15.05</td>
<td>-0.47</td>
<td>0.51</td>
<td>0.43</td>
<td>0.47</td>
</tr>
<tr>
<td>Mean</td>
<td>10.70</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>Median</td>
<td>7.71</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>5 q</td>
<td>3.89</td>
<td>0.30</td>
<td>0.50</td>
<td>0.41</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>95 q</td>
<td>25.74</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.74</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>MAE</td>
<td>1.00</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table B.6: Design 6

<table>
<thead>
<tr>
<th>φ1</th>
<th>AB-GMM</th>
<th>Sys-GMM</th>
<th>FDLS</th>
<th>TMLE</th>
<th>TMLe</th>
<th>TMLe</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 100</td>
<td>4.69</td>
<td>15.05</td>
<td>-0.47</td>
<td>0.51</td>
<td>0.43</td>
<td>0.47</td>
</tr>
<tr>
<td>Mean</td>
<td>10.70</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>Median</td>
<td>7.71</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>5 q</td>
<td>3.89</td>
<td>0.30</td>
<td>0.50</td>
<td>0.41</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>95 q</td>
<td>25.74</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.74</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>MAE</td>
<td>1.00</td>
<td>0.31</td>
<td>0.50</td>
<td>0.42</td>
<td>0.47</td>
<td>0.49</td>
</tr>
</tbody>
</table>
Table B.7: Design 1. Rejection frequencies for two sided t-tests for $\phi_{11}$. True value $\phi_{11} = 0.6$.

<table>
<thead>
<tr>
<th></th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 3$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMLE(r)</td>
<td>0.430</td>
<td>0.355</td>
<td>0.210</td>
<td>0.233</td>
<td>0.316</td>
<td>0.376</td>
<td>0.291</td>
<td>0.255</td>
<td>0.239</td>
<td>0.309</td>
<td>0.802</td>
<td>0.899</td>
</tr>
<tr>
<td>TMLEc(r)</td>
<td>0.395</td>
<td>0.139</td>
<td>0.065</td>
<td>0.172</td>
<td>0.440</td>
<td>0.399</td>
<td>0.143</td>
<td>0.072</td>
<td>0.178</td>
<td>0.444</td>
<td>0.930</td>
<td>0.414</td>
</tr>
<tr>
<td>TMLEs(r)</td>
<td>0.257</td>
<td>0.180</td>
<td>0.172</td>
<td>0.222</td>
<td>0.340</td>
<td>0.257</td>
<td>0.181</td>
<td>0.173</td>
<td>0.224</td>
<td>0.341</td>
<td>0.780</td>
<td>0.258</td>
</tr>
<tr>
<td>TMLE(r)</td>
<td>0.276</td>
<td>0.201</td>
<td>0.192</td>
<td>0.236</td>
<td>0.347</td>
<td>0.314</td>
<td>0.243</td>
<td>0.237</td>
<td>0.363</td>
<td>0.800</td>
<td>0.752</td>
<td>0.386</td>
</tr>
<tr>
<td>AB-GMM2(W)</td>
<td>0.039</td>
<td>0.052</td>
<td>0.088</td>
<td>0.144</td>
<td>0.225</td>
<td>0.059</td>
<td>0.087</td>
<td>0.127</td>
<td>0.176</td>
<td>0.236</td>
<td>0.111</td>
<td>0.050</td>
</tr>
<tr>
<td>Sys-GMM2(W)</td>
<td>0.393</td>
<td>0.203</td>
<td>0.087</td>
<td>0.090</td>
<td>0.231</td>
<td>0.627</td>
<td>0.491</td>
<td>0.332</td>
<td>0.176</td>
<td>0.084</td>
<td>0.931</td>
<td>0.658</td>
</tr>
</tbody>
</table>

Table B.8: Design 2. Rejection frequencies for two sided t-tests for $\phi_{11}$. True value $\phi_{11} = 0.4$.

<table>
<thead>
<tr>
<th></th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 3$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMLE(r)</td>
<td>0.366</td>
<td>0.198</td>
<td>0.150</td>
<td>0.234</td>
<td>0.418</td>
<td>0.467</td>
<td>0.235</td>
<td>0.117</td>
<td>0.233</td>
<td>0.386</td>
<td>0.992</td>
<td>0.540</td>
</tr>
<tr>
<td>TMLEc(r)</td>
<td>0.359</td>
<td>0.148</td>
<td>0.064</td>
<td>0.104</td>
<td>0.272</td>
<td>0.361</td>
<td>0.151</td>
<td>0.069</td>
<td>0.108</td>
<td>0.276</td>
<td>0.808</td>
<td>0.311</td>
</tr>
<tr>
<td>TMLEs(r)</td>
<td>0.204</td>
<td>0.153</td>
<td>0.148</td>
<td>0.193</td>
<td>0.284</td>
<td>0.218</td>
<td>0.166</td>
<td>0.159</td>
<td>0.201</td>
<td>0.288</td>
<td>0.713</td>
<td>0.219</td>
</tr>
<tr>
<td>TMLE(r)</td>
<td>0.211</td>
<td>0.160</td>
<td>0.155</td>
<td>0.198</td>
<td>0.287</td>
<td>0.250</td>
<td>0.200</td>
<td>0.195</td>
<td>0.232</td>
<td>0.311</td>
<td>0.713</td>
<td>0.219</td>
</tr>
<tr>
<td>AB-GMM2(W)</td>
<td>0.057</td>
<td>0.046</td>
<td>0.067</td>
<td>0.123</td>
<td>0.211</td>
<td>0.038</td>
<td>0.053</td>
<td>0.076</td>
<td>0.114</td>
<td>0.165</td>
<td>0.183</td>
<td>0.062</td>
</tr>
<tr>
<td>Sys-GMM2(W)</td>
<td>0.278</td>
<td>0.145</td>
<td>0.081</td>
<td>0.086</td>
<td>0.151</td>
<td>0.531</td>
<td>0.424</td>
<td>0.311</td>
<td>0.208</td>
<td>0.135</td>
<td>0.855</td>
<td>0.528</td>
</tr>
</tbody>
</table>

Table B.9: Design 3. Rejection frequencies for two sided t-tests for $\phi_{11}$. True value $\phi_{11} = 0.4$.

<table>
<thead>
<tr>
<th></th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 3$</th>
<th>$\pi = 3$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 1$</th>
<th>$N = 100$</th>
<th>$T = 6$</th>
<th>$\pi = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMLE(r)</td>
<td>0.383</td>
<td>0.222</td>
<td>0.210</td>
<td>0.249</td>
<td>0.329</td>
<td>0.733</td>
<td>0.331</td>
<td>0.141</td>
<td>0.358</td>
<td>0.701</td>
<td>0.784</td>
<td>0.269</td>
</tr>
<tr>
<td>TMLEc(r)</td>
<td>0.634</td>
<td>0.393</td>
<td>0.192</td>
<td>0.089</td>
<td>0.081</td>
<td>0.980</td>
<td>0.969</td>
<td>0.950</td>
<td>0.908</td>
<td>0.833</td>
<td>0.868</td>
<td>0.450</td>
</tr>
<tr>
<td>TMLEs(r)</td>
<td>0.218</td>
<td>0.109</td>
<td>0.108</td>
<td>0.185</td>
<td>0.335</td>
<td>0.738</td>
<td>0.289</td>
<td>0.081</td>
<td>0.328</td>
<td>0.720</td>
<td>0.789</td>
<td>0.269</td>
</tr>
<tr>
<td>TMLE(r)</td>
<td>0.233</td>
<td>0.130</td>
<td>0.132</td>
<td>0.210</td>
<td>0.357</td>
<td>0.739</td>
<td>0.290</td>
<td>0.083</td>
<td>0.330</td>
<td>0.722</td>
<td>0.789</td>
<td>0.269</td>
</tr>
<tr>
<td>AB-GMM2(W)</td>
<td>0.039</td>
<td>0.050</td>
<td>0.070</td>
<td>0.103</td>
<td>0.152</td>
<td>0.332</td>
<td>0.133</td>
<td>0.069</td>
<td>0.193</td>
<td>0.432</td>
<td>0.887</td>
<td>0.052</td>
</tr>
<tr>
<td>Sys-GMM2(W)</td>
<td>0.872</td>
<td>0.764</td>
<td>0.616</td>
<td>0.422</td>
<td>0.232</td>
<td>0.999</td>
<td>0.970</td>
<td>0.855</td>
<td>0.613</td>
<td>0.313</td>
<td>0.996</td>
<td>0.970</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$N = 250$</th>
<th>$T = 3$</th>
<th>$\pi = 1$</th>
<th>$N = 250$</th>
<th>$T = 3$</th>
<th>$\pi = 3$</th>
<th>$N = 250$</th>
<th>$T = 6$</th>
<th>$\pi = 1$</th>
<th>$N = 250$</th>
<th>$T = 6$</th>
<th>$\pi = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMLE(r)</td>
<td>0.486</td>
<td>0.180</td>
<td>0.135</td>
<td>0.259</td>
<td>0.481</td>
<td>0.982</td>
<td>0.570</td>
<td>0.079</td>
<td>0.580</td>
<td>0.962</td>
<td>0.905</td>
<td>0.577</td>
</tr>
<tr>
<td>TMLEc(r)</td>
<td>0.961</td>
<td>0.771</td>
<td>0.392</td>
<td>0.112</td>
<td>0.067</td>
<td>0.996</td>
<td>0.969</td>
<td>0.999</td>
<td>0.998</td>
<td>0.987</td>
<td>0.999</td>
<td>0.885</td>
</tr>
<tr>
<td>TMLEs(r)</td>
<td>0.512</td>
<td>0.110</td>
<td>0.060</td>
<td>0.233</td>
<td>0.536</td>
<td>0.844</td>
<td>0.575</td>
<td>0.067</td>
<td>0.576</td>
<td>0.966</td>
<td>0.995</td>
<td>0.577</td>
</tr>
<tr>
<td>TMLE(r)</td>
<td>0.514</td>
<td>0.114</td>
<td>0.065</td>
<td>0.259</td>
<td>0.541</td>
<td>0.844</td>
<td>0.575</td>
<td>0.067</td>
<td>0.576</td>
<td>0.966</td>
<td>0.995</td>
<td>0.577</td>
</tr>
<tr>
<td>AB-GMM2(W)</td>
<td>0.030</td>
<td>0.047</td>
<td>0.089</td>
<td>0.149</td>
<td>0.483</td>
<td>0.697</td>
<td>0.270</td>
<td>0.063</td>
<td>0.339</td>
<td>0.748</td>
<td>0.259</td>
<td>0.067</td>
</tr>
<tr>
<td>Sys-GMM2(W)</td>
<td>0.955</td>
<td>0.972</td>
<td>0.898</td>
<td>0.719</td>
<td>0.389</td>
<td>0.998</td>
<td>0.939</td>
<td>0.674</td>
<td>0.295</td>
<td>0.782</td>
<td>0.326</td>
<td>0.273</td>
</tr>
<tr>
<td>Table B.10: Design 4. Rejection frequencies for two sided t-tests for $\phi_4$. True value $\phi_{11} = 0$.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 100$</td>
<td>$T = 1$</td>
<td>$\pi = 0.5$</td>
<td>$N = 100$</td>
<td>$T = 3$</td>
<td>$\pi = 0.5$</td>
<td>$N = 100$</td>
<td>$T = 6$</td>
<td>$\pi = 0.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMLEc(e)</td>
<td>440</td>
<td>660</td>
<td>880</td>
<td>1000</td>
<td>1220</td>
<td>1440</td>
<td>1660</td>
<td>1880</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMLEc(W)</td>
<td>443</td>
<td>663</td>
<td>883</td>
<td>1003</td>
<td>1223</td>
<td>1443</td>
<td>1663</td>
<td>1883</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB-GMM2(W)</td>
<td>435</td>
<td>655</td>
<td>875</td>
<td>1095</td>
<td>1315</td>
<td>1535</td>
<td>1755</td>
<td>1975</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sys-GMM2(W)</td>
<td>436</td>
<td>656</td>
<td>876</td>
<td>1096</td>
<td>1316</td>
<td>1536</td>
<td>1756</td>
<td>1976</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Table B.11: Design 5. Rejection frequencies for two sided t-tests for $\phi_4$. True value $\phi_{11} = 0$. |
|---|---|---|---|---|---|---|---|---|---|
| $N = 100$ | $T = 1$ | $\pi = 0.5$ | $N = 100$ | $T = 3$ | $\pi = 0.5$ | $N = 100$ | $T = 6$ | $\pi = 0.5$ |
| TMLEc(e) | 435 | 655 | 875 | 1095 | 1315 | 1535 | 1755 | 1975 | 2195 |
| TMLEc(W) | 436 | 656 | 876 | 1096 | 1316 | 1536 | 1756 | 1976 | 2196 |
| AB-GMM2(W) | 437 | 657 | 877 | 1097 | 1317 | 1537 | 1757 | 1977 | 2197 |
| Sys-GMM2(W) | 438 | 658 | 878 | 1098 | 1318 | 1538 | 1758 | 1978 | 2198 |

| Table B.12: Design 6. Rejection frequencies for two sided t-tests for $\phi_4$. True value $\phi_{11} = 0$. |
|---|---|---|---|---|---|---|---|---|---|
| $N = 100$ | $T = 1$ | $\pi = 0.5$ | $N = 100$ | $T = 3$ | $\pi = 0.5$ | $N = 100$ | $T = 6$ | $\pi = 0.5$ |
| TMLEc(e) | 432 | 652 | 872 | 1092 | 1312 | 1532 | 1752 | 1972 | 2192 |
| TMLEc(W) | 433 | 653 | 873 | 1093 | 1313 | 1533 | 1753 | 1973 | 2193 |
| AB-GMM2(W) | 434 | 654 | 874 | 1094 | 1314 | 1534 | 1754 | 1974 | 2194 |
| Sys-GMM2(W) | 435 | 655 | 875 | 1095 | 1315 | 1535 | 1755 | 1975 | 2195 |